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x−General introduction

Introduction to QCD

Parton model

Gluon saturation

Color Glass Condensate

Phenomenology of saturation

CERN

François Gelis – 2007 Lecture I / IV – Advanced School on QGP, IIT, Mumbai, July 2007 - p. 3

Stages of a nucleus-nucleus collision

z 

t

strong fields classical EOMs

gluons & quarks out of eq. kinetic theory

gluons & quarks in eq.
hydrodynamics

hadrons in eq.

freeze out

! τ → +∞
! Chemical freeze-out :
density too small to have inelastic interactions

! Kinetic freeze-out :
no more elastic interactions

Quark Gluon
Plasma 

This talk: Initial conditions for heavy ion collisions

1.- What is the quark gluon content of the colliding nuclei?

2.- Is it just a simple addition of the quarks/gluons in their constituent nucleons

3.- How are these quarks/gluons released during the collision process to 
     a) form the Quark Gluon Plasma?
     b) emerge as hard probes of the QGP?

4.- How to test the CGC formalism in the upcoming p+Pb collisions at the LHC
  

OUTLINE
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Why small-x matters
 • x: fraction of longitudinal momentum carried by a parton inside a hadron. x =

kz

Pz

proton pdf’s extracted from HERA DIS data

• ~99% of hadrons produced in high-energy HIC originate from small-x gluons in the colliding nuclei

xLHC ∼ 5 · 10−4(
√

s = 2.76 TeV)

xRHIC ∼ 10−2(
√

s = 200GeV)

s: collision energy
pt: transverse momentum
y: rapidity

LHC RHIC

x1,2 ∼
p⊥√

s
e±yp⊥ ! 2GeV
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Deep Inelastic Scattering: A microscope for hadrons and nuclei

Q2 = −q2 ∆r⊥ ∼
1
Q

∆t ∼ 2xP
Q2

transverse resolution:

time resolution: x ! Q2

s

⇒
⇒

γ∗, q

P

(x < x0, Q > Q0)

• We do not know (yet) how to derive hadron structure from first principles

• We can (and need!), though, calculate its change with resolution scale by perturbative methods

γ∗, q

P

(x0, Q0)
s = (P + q)2

4



QCD evolution equations 

dPq/g→g =
αs CF/A

π

dx
x

d2k⊥
k2
⊥

k1⊥,x1 = k1z/pz

pz
2

• Probability of emitting one soft gluon: P(1) ∼ αs ln
(

x0

x1

)
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QCD evolution equations 

dPq/g→g =
αs CF/A

π

dx
x

d2k⊥
k2
⊥

k2⊥,x2 = k2z/pz

k1⊥,x1 = k1z/pz

pz

kn⊥,xn = knz/pz

(x,Q)

P(n) ∼ 1
n!

(
αs ln

(x0

x

))n

x1 ! x0

x2 ! x1

xn ! xn−1

BFKL (x→0)
longitudinal momentum 

ordering

• Probability of emitting  n gluons 
  enhanced by large logarithms:

∆r⊥ ∼ 1/kt ∼ const

∆t ∼ (2xP/k2
⊥) ∼→ 0

“in a BFKL ladder newly emitted 
gluons are shorter lived and of 

similar size as the previous ones”

• QCD evolution equations resum large 
  logarithmic contributions to all orders:

∂φ(x,k⊥)
∂ ln(x0/x)

≈ K ⊗ φ(x,k⊥)

“BFKL  eqn”

6



QCD evolution equations 

dPq/g→g =
αs CF/A

π

dx
x

d2k⊥
k2
⊥

k2⊥,x2 = k2z/pz

k1⊥,x1 = k1z/pz

pz

kn⊥,xn = knz/pz

(x,Q)

P(n) ∼ 1
n!

(
αs ln

(x0

x

))n

x1 ! x0

x2 ! x1

xn ! xn−1

BFKL (x→0)
longitudinal momentum 

ordering

• Probability of emitting  n gluons 
  enhanced by large logarithms:

• QCD evolution equations resum large 
  logarithmic contributions to all orders:

∂φ(x,k⊥)
∂ ln(x0/x)

≈ K ⊗ φ(x,k⊥)

“BFKL  eqn”

DGLAP (Q2→∞)
transverse momentum 

ordering

k⊥1 ! k⊥0

k⊥n ! k⊥n−1

k⊥2 ! k⊥1

P(n) ∼ 1
n!

(
αs ln

(
Q2

Q2
0

))n

“DGLAP eqn”

∂xG(x,Q2)
∂ ln(Q2/Q2

0)
≈ Pgg ⊗ xG(x,Q2)

 Unintegrated gluon distribution: φ(x,k⊥) =
dNg

d ln(x0/x)d2k⊥
xG(x,Q2) =

∫ Q

d2k⊥φ(x,k⊥)
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Measuring the glue via Structure Functions

6

Scaling violation: dF2 
/dlnQ2 and linear DGLAP 

Evolution ! G(x,Q2)
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σr(x, Q2) = FA
2 (x, Q2)− y2

Y +
FA

L (x, Q2)
QCD evolution equations 

“BFKL eqn”

• Both DGLAP and BFKL are LINEAR evolution equations

∂φ(x,k⊥)
∂ ln(x0/x)

≈ K ⊗ φ(x,k⊥)

“exponential” growth of the gluon distributions at small-x

φBFKL ∼ x−αs ω
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QCD evolution equations 

• At very small-x NON-LINEAR, gluon recombination terms become equally important

∂φ(x,k⊥)
∂ ln(x0/x)

≈ K ⊗ φ(x,k⊥)− φ(x,k⊥)2

radiation recombination

N
O

N
−P

ER
TU

R
BA

TI
V

E

        CGC: JIMWLK−BK

BFKL

lnΛQCD

Y=ln     (1/x)

Q(x)
S

High density

density

ln

Low 

Q

• Saturation scale: Transverse momentum scale that determines the onset of non-linear 
  corrections in QCD evolution equations

“BK-JIMWLK eqns”

• Both DGLAP and BFKL are LINEAR evolution equations
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The saturation regime

N
O

N
−P

ER
TU

R
BA

TI
V

E
        CGC: JIMWLK−BK

BFKL

lnΛQCD

Y=ln     (1/x)

Q(x)
S

High density

density

ln

Low 

Q

Q2
s ∼ A1/3

(
1
x

)0.2÷0.3

φ(x,k⊥ ! Qs(x)) ∼ 1
αs

=⇒ A ∼ 1
g

• The saturation domain is characterized by strong color fields:

•  The saturation scale is enhanced in nuclei due to larger ab initio gluon densities:

k⊥

∼ 1/αs

∼ 1/k2
⊥

Qs(x0)

saturated dilute

φ(x,k⊥) =
dNg

dyd2k⊥
∼ 〈AA〉

•  IF Q2
s (x)! ΛQCD then perturbative techniques are applicable in that domain: 
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The Color Glass Condensate (CGC)
• The CGC is an effective theory for the description of high-energy scattering in QCD

small-x d.o.f (dynamical fields) valence d.o.f (static sources)

x

1x0

Leff = −1
4
F2 + J · A Jν = ρ(x⊥)δ(x−)δ+ν

Wx0 [ρ(x⊥)]

• Treated as a random variable with a probability density 

• Eikonal (recoil-less) coupling to dynamical fields  • Solutions of classical EOM  

[Dµ,Fµν ] = Jν

“wave function of an 
energetic nucleus”:

Aµ ρ
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The Color Glass Condensate (CGC)
• The CGC is an effective theory for the description of high-energy scattering in QCD

small-x d.o.f (dynamical fields) valence d.o.f (static sources)

x

1x0

Leff = −1
4
F2 + J · A Jν = ρ(x⊥)δ(x−)δ+ν

Wx0 [ρ(x⊥)]

• Treated as a random variable with a probability density 

• Eikonal (recoil-less) coupling to dynamical fields  

• JIMWLK eqns: Quantum non-linear evolution   

• Solutions of classical EOM  

[Dµ,Fµν ] = Jν

∂W[ρ]
∂ ln(x0/x)

= HJIMWLK W[ρ]

• Observables: 

x

quantum 
evolution

〈O(A)〉x ≡
∫

[Dρ]Wx[ρ]O(A)
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Coherence phenomena in initial particle production. CGC and other approaches

Wave function: Reduced number of scattering centers (gluons) in the wave function of colliding nuclei

-CGC: Saturation + non-linear evolution
∂φ(x,kt)
∂ ln(x0/x)

≈ K ⊗ φ(x,kt)− φ(x,kt)2

radiation recombination
kt ! Qs(x)

Initial particle production: Rearrangement of perturbation series due to the presence of strong color fields 

gA ∼ O(1)

- Classical Yang-Mills EOM: [DµFµν ] = Jν [ρ]
(Suplemented by JIMWLK evolution) 

-Other approaches: nuclear shadowing, string fusion, percolation, energy dependent intrinsic transverse 
momentum...

-CGC: Resummation of terms  gA ∼ O(1)

-Other approaches: Breakdown of hypothesis of independent particle production from different 
nucleons, energy-dependent momentum cutoffs in event generators, resummation of multiple scatterings 
(coherent and incoherent)....   
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Modeling the initial state of HIC

b

R

ri

dNgluons

dη d2b

∣∣∣∣
η=0

∝ Q2
s (
√

s,b) ∼
√

s0.3 Npart

• In the CGC, multiplicities rise proportional to the (local) saturation scale

• Approximate factorization of energy and geometry dependence. Good description of RHIC and LHC data

LHC Pb-Pb

RHIC Au+Au
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Modeling the initial state of HIC

b

R

ri

dNgluons

dη d2b

∣∣∣∣
η=0

∝ Q2
s (
√

s,b) ∼
√

s0.3 Npart

• In the CGC, multiplicities rise proportional to the (local) saturation scale

• Approximate factorization of energy and geometry dependence. Good description of RHIC and LHC data

• Accurate modeling of the transverse initial energy densities is crucial for the extraction of transport 
parameters!!

INITIAL 
(t~0.4 fm)

FINAL
(t~6 fm)

TRANSPORT (HYDRO)

Glauber i.c.

CGC i.c.

Fluctuations: Geometric (nucleon positions)
                   Negative binomial (subnucleon level)
                   Others? 
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Modeling the initial state of HIC

b

R

ri

dNgluons

dη d2b

∣∣∣∣
η=0

∝ Q2
s (
√

s,b) ∼
√

s0.3 Npart

• In the CGC, multiplicities rise proportional to the (local) saturation scale

• Color electric-magnetig fields after the collision are purely longitudinal: Flux Tube picture

François Gelis

CGC

Why small-x gluons matter

Color Glass Condensate

Factorization

Stages of AA collisions

Leading Order

Leading Logs

Glasma fields

Initial color fields

Link to the Lund model

Rapidity correlations

Matching to hydro

Glasma stress tensor

Glasma instabilities

Summary

20

Glasma flux tubes

• The initial chromo-!E and !B fields form longitudinal

“flux tubes” extending between the projectiles:

• Correlation length in the transverse plane: ∆r⊥ ∼ Q
−1
s

• Correlation length in rapidity: ∆η ∼ α−1
s

• The flux tubes fill up the entire volume

Correlation length in the transverse plane: 

Correlation length in rapidity 

∆r⊥ ∼ 1/Qs(x)

∆η ∼ 1/αs

Flux tubes

François Gelis

CGC

Why small-x gluons matter

Color Glass Condensate

Factorization

Stages of AA collisions

Leading Order

Leading Logs

Glasma fields

Initial color fields

Link to the Lund model

Rapidity correlations

Matching to hydro

Glasma stress tensor

Glasma instabilities

Summary
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Initial classical fields, Glasma

Lappi, McLerran (2006)

• Immediately after the collision, the chromo-!E and !B fields

are purely longitudinal and boost invariant :

0 0.5 1 1.5 2

g
2
µ!

0

0.2

0.4

0.6

0.8

[(
g
2
µ
)4
/g
2
]

B
z

2

E
z

2

B
T

2

E
T

2

• Glasma = intermediate stage between the CGC and the

quark-gluon plasma

Introduction

Bookkeeping

Classical fields

!Diagrammatic expansion

!Retarded propagators

!Classical fields

!Gluon spectrum at LO

!Glasma

!Generating functional

Factorization

Summary

CERN

François Gelis – 2007 Lecture III / IV – Hadronic collisions at the LHC and QCD at high density, Les Houches, March-April 2008 - p. 31

Initial Glasma fields

Lappi, McLerran (2006) (Semantics : Glasma ≡ Glas[s - plas]ma)

" Before the collision, the chromo-!E and !B fields are localized
in two sheets transverse to the beam axis

" Immediately after the collision, the chromo-!E and !B fields
have become longitudinal :

Ez = ig
[

Ai
1,A

i
2

]

, Bz = igεij
[

Ai
1,A

j
2

]

0 0.5 1 1.5 2

g
2
µ!

0

0.2

0.4

0.6

0.8

[(
g
2
µ
)4
/g
2
]

B
z

2

E
z

2

B
T

2

E
T

2
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Inclusive particle production in p+Pb collisions at the LHC

x1(2) =
kt√
s
e±yh

-6 -4 -2 0 2 4 6
!

0

5

10

15

20

25

30

d
N

c
h
/d
!

BRAHMS
PHOBOS
MCrcBK (Albacete & Dumitru, arXiv:1011.3820)

b-CGC (Rezaeian,  arXiv:1111.2312)

KLN (Dumitru et al., arXiv:1111.3031)

IP-Sat (Tribedy & Venugopalan, arXiv:1112.2445)

p(d)+A, Mini Bias

4.4 TeV

0.2 TeV

Overall, different CGC works predict 
dNch

pPb

dη

∣∣∣∣∣
η=0

(5 TeV) ∼ 17± 2

we’ll know the answer very soon!!

dNg

dyhd2kt
≈ αsCF

k2
t

φp(x1,kt)⊗ φA(x2,kt)

dNg

dyhd2kt
≈ xq(x1,k⊥)⊗ φA(x2,kt)

Kt-factorization:

Hybrid formalism:

x1 !

x1 !
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Calibrating the CCG in p+Pb collisions at the LHC
• Inclusive particle production

x1(2) =
kt√
s
e±yh

• Good description of RHIC forward single inclusive yields 
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FIG. 8: Comparison of the rcBK-MC results obtained with only the elastic term of the hybrid formalism, Eq. (19), to
the RHIC forward data on single inclusive charged hadron (BRAHMS data [51]) and neutral pion yields in p+p (left) and
d+Au collisions (right). Solid lines correspond to the γ = 1.119 i.c., dashed-dotted to also γ = 1.119 i.c but using the
prescription in Eq. (10) for the initial saturation scale. Dotted lines correspond to MV i.c.

In Fig. 8 we compare our results for single inclusive charged hadron (BRAHMS data [51]) and neutral pion
(STAR data [52]) distributions measured in p+p and d+Au collisions at RHIC. In this figure we include only the
elastic component of the hybrid formalism. In what follows we adopt the DSS-NLO fragmentation functions as the
default ones for all the calculations performed within the hybrid formalism. Our results show a good agreement
with data. However, the figure also illustrates that RHIC forward data does not constrain well the initial conditions
for the evolution of nuclear wave functions: both the UGD MV and g1119 sets (using either the natural, Eq. (9),
or the modified, Eq. (10), ansatz for the initial saturation scale at every point in the transverse plane) yield a
comparably good description of data. This is due to the fact that transverse momentum distributions in the
forward region do not probe the kT ! Qs tails of the UGDs.

Similar to previous phenomenological works, we found that no K-factors are needed to describe data at rapidities
η = 2.2 and 3. However, STAR data at more forward rapidities can only be well described if a K-factor ≈ 0.4
is introduced. This may be an indication that large-x phenomena non included in the CGC may be relevant in
the region close to the kinematic limit of phase space. Note, however, that the value of the K-factor depends
significantly both on the UGD and on the FF.

In Fig. 9 we show the comparison to the same RHIC forward data, now also including the inelastic term in
the hybrid formalism. We explore both fixed αs = 0.1 as well as one-loop running coupling at the scale Q. We
observe that the effect of this additional term can be very large, especially at large transverse momentum. We
note that, despite the fact that the coupling decreases with increasing transverse momentum, the running coupling
prescription causes a larger effect than the fixed coupling one.

We observe that the inelastic term exhibits a harder pT -dependence than the elastic contribution, and at some
transverse momentum it overwhelms the elastic contribution. The crossing point depends on the particular choice
of UGD. The effects from the inelastic corrections are stronger for the steeper g1119 initial conditions than for
the MV ones over the entire range of transverse momentum shown in Fig. 9. Also, the importance of the inelastic
term depends on the collision system or, equivalently, on the target saturation scale: it is stronger for p+p than
for d+Au collisions. For p+p collisions in particular it appears that the present formalism does not provide a
stable result as the inelastic correction overwhelms the leading elastic contribution already at moderate values
of transverse momentum. This not a completely unexpected result since, parametrically, the inelastic term is
proportional to ln(pt/Qst), with Qst the target saturation scale, while the elastic term scales as ln(pt/ΛQCD) (see
discussion in [31]). Given the importance and magnitude of the inelastic term, our findings call for a complete
phenomenological analysis of the full NLO corrections.

We now proceed to p+Pb collisions at LHC energy,
√

s = 5 TeV. In Figs. 10 and 11 we show our results for the
single inclusive charged hadrons yields in p+p and minimum bias p+Pb collisions and the nuclear modification
factor Rp+Pb for minimum bias collisions respectively. We compare also to Rp+Pb from collinear factorization
using EPS09 nPDFs [53, 54] as well as to results from the “IP-sat” model and from an independent rcBK imple-

• However:
   - K-factors ~0.3 needed at most forward rapidities: large-x effects
   - RHIC data does not constrain much the i.c. for BK evolution

dNg

dyhd2kt
≈ xq(x1,k⊥)⊗ φA(x2,kt)
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Calibrating the CCG in p+Pb collisions at the LHC
• Inclusive particle production • Nuclear modification factors at the LHC: Testing non-linear evolution

0 2 4 6 8 10 12
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rcBK (Tribedy & Venugopalan)
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Double inclusive production in pPb collisions

More exclusive observables involve the knowledge of higher n-point functions:

dNq→qg

dyh1dyh2d2ktd2qt
∼ 〈tr

[
V(x⊥1)V†(x⊥2)V(x⊥3)V†(x⊥4)

]
〉x + . . .

quadrupole
x⊥1

x⊥2

x⊥3

x⊥4

x⊥1

x⊥2

x⊥3

x⊥4

... which requires solving the JIMWLK equation. Solving the BK-equation for the 2-point function is not enough 
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k′⊥
q′⊥

q⊥

k⊥

k⊥ ≈ k′⊥ + Qs(x)

q⊥ ≈ q′⊥ + Qs(x)

Primary 
vertex

∆φ = π

Angular decorrelation happens if (k′⊥,q′⊥) ∼ Qs(x)

Angular decorrelation of forward di-hadrons

6

Au nucleus.

Au
fragx

-310 -210

d
A

J

-110

1

T

fwdd+Au 60-88 p

0.5-0.75 GeV/c

0.75-1.0 GeV/c

1.0-1.5 GeV/c

T

fwdd+Au 0-20 p

0.5-0.75 GeV/c

0.75-1.0 GeV/c

1.0-1.5 GeV/c

FIG. 4: (color online). JdA versus xfrag
Au for peripheral (60–

88%) and central (0–20%) d+Au collisions at
√
sNN = 200

GeV. The statistical error bars and systematic uncertainty
boxes are the same as in Fig. 3. Above xfrag

Au > 10−3, some

data points were offset from their true xfrag
Au to avoid overlap.

The leftmost point in each group of three is at the correct
xfrag
Au .

Because the fragmentation hadrons on average carry a
momentum fraction 〈z〉 < 1, xfrag

Au will be smaller than
〈xAu〉. Based on previous studies by PHENIX at midra-
pidity, the mean fragmentation 〈z〉 is expected to be be-
tween 0.5-0.75 [22]. In general the theoretical extrac-
tion of xAu from the measured pT and η will differ from
the leading order QCD picture of 2→2 processes used
above. Also, at modest pT ’s the interpretation of the
measured correlation functions as high energy 2→2 par-
ton scattering accessing low x may be limited by con-
tributions from processes with small momentum transfer
Q2. Future theoretical analysis will be necessary to eval-
uate these and other contributions from different nuclear
effects [4–10] on the observed large suppression in JdA.
These analyses could additionally be complicated by the
presence of hadron pairs originating from multiparton in-
teractions [23] that might not probe gluon structure at
low xAu.
In summary, measurements of the inclusive π0 yield

at forward rapidity, of the back-to-back correlated yield
of cluster-π0 pairs in the forward-rapidity region, and of
the correlated yield of forward-rapidity π0’s with midra-
pidity π0’s or hadrons in p+p and d+Au collisions at√
sNN = 200 GeV were presented. The correlated yields

of back-to-back pairs were analyzed for various kinematic
selections in pT and rapidity. The forward-central pair
measurements show no increase in the azimuthal angular
correlation width within experimental uncertainties. The
correlated yield of back-to-back pairs in d+Au collisions
is observed to be substantially suppressed relative to p+p
collisions with a suppression that is observed to increase
with decreasing impact parameter selection and for pairs

probing more forward rapidities.
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FIG. 3: (color online). Relative yield JdA versus 〈Ncoll〉 for forward-rapidity (3.0 < η < 3.8) π0’s paired with (left) midrapidity
(|η| < 0.35) hadrons and π0’s and (right) forward-rapidity (3.0 < η < 3.8) cluster-π0 pairs for the indicated combinations of
pT ranges. Also plotted as inverted solid triangles are the values of the forward π0 RdA. Around each data point the vertical
bars indicate statistical uncertainties and the open boxes indicate point-to-point systematic uncertainties. The gray bar at
the left in each panel represents a global systematic scale uncertainty of 9.7%. Additional centrality dependent systematic
uncertainties of 7.5%, 5.1%, 4.1%, and 4.8% for the peripheral to central bins, respectively, are not shown. The 〈Ncoll〉 values
within a centrality selection are offset from their actual values for visual clarity (see text for actual 〈Ncoll〉 values).

discern whether there is appreciable broadening between
d+Au and p+p collisions, as the ZYAM pedestal deter-
mination can bias the widths to smaller values.
The observed suppression is quantified by studying

the relative yield, JdA [21], of correlated back-to-back
hadron pairs in d+Au collisions compared to p+p colli-
sions scaled with 〈Ncoll〉,

JdA = IdA ×Rt
dA =

1

〈Ncoll〉
σpair
dA /σdA

σpair
pp /σpp

, (1)

where Rt
dA = (1/〈Ncoll〉) · (σt

dA/σdA)/(σt
pp/σpp) is the

usual nuclear modification factor for trigger particles t,
and σ, σt, and σpair are the cross sections (or normalized
yields) for the full event selection, trigger particle event
selection, and dihadron pair event selection. IdA is the
ratio of conditional hadron yields, CY , for d+Au and
p+p collisions:

CY =

∫
d(∆φ)[dN/d(∆φ) − b0]

N t × εa ×∆ηa ×∆paT
, (2)

with the acceptance corrected dihadron correlation func-
tion dN/d(∆φ), the number of trigger particles N t, the
detection efficiency for the associated particle εa and the
level of the uncorrelated pedestal in the correlation func-
tions b0. The integral is taken over the Gaussian fit of
the away-side peak. The JdA uncertainties include a sys-
tematic uncertainty from the ZYAM pedestal subtrac-
tion. In determining this uncertainty it was assumed that

changes between d+Au and p+p in the Gaussian away-
side width remain below a factor two. This upper limit
is based on the small observed changes in width in the
midrapidity/forward-rapidity correlations and the corre-
lations studied previously with the PHENIX muon spec-
trometers [14]. The JdA is calculated from the measured
IdA and Rt

dA for the forward-rapidity trigger correlations
with the new π0 RdAu = Rt

dAu determined in the MPC.
For the midrapidity trigger correlations, published values
for RdA from the 2003 RHIC run [15, 16] were used.

Figure 3 presents JdA versus 〈Ncoll〉 for forward-
rapidity π0’s paired with midrapidity hadrons and π0’s,
and for π0’s and clusters paired at forward rapidity. The
JdA decreases with an increasing number of binary col-
lisions, 〈Ncoll〉, or equivalently with increasing nuclear
thickness. The suppression also increases with decreas-
ing particle pT and is significantly larger for forward-
forward hadron pairs than for midrapidity/forward-
rapidity pairs. The observed suppression of JdA ver-
sus nuclear thickness, pT and η points to large cold
nuclear matter effects arising at high parton densities
in the nucleus probed by the deuteron, consistent with
predictions from CGC [12]. This trend is seen more
clearly in Fig. 4 where JdA is plotted versus xfrag

Au =
(〈pT1〉e−〈η1〉 + 〈pT2〉e−〈η2〉)/

√
sNN for all pair selections

in η and pT . In the case of 2→2 parton scattering, where
two final state hadrons carry the full parton energy, z=1,
the variable xfrag

Au would be equal to 〈xAu〉, which is the
average momentum fraction of the struck parton in the
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Central dAu collisions

pt  < 2 GeV/c <#t> = 3.2    

pt > pa > 1 GeV/c <#a>=3.2

"non-CGC" calculations

Kang et al

 • Need for a better description of n-point functions.
 • Better determination of the pedestal: K-factors in single inclusive production? 
    Role of double parton scattering?
• WARNING: Alternative explanations based on higher twist expansion are also possible
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hadron-photon* correlations in pPb collisions at the LHC 
• hadron-dilepton pair • hadron-photon

Stasto et al Jalilian-Marian et al

Yγ = Yπ = 4

M = 8 GeV

M = 4 GeV

These processes are theoretically cleaner: 
Only knowledge of 2-point needed!!
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 ✔  Important steps have been taken in  promoting GCG to an useful quantitative tool
     - Continuos progress on the theoretical side 
     - Phenomenological effort to systematically describe data from different  
       systems (e+p, e+A, p+p, d+Au, Aa+Au and Pb+Pb) in an unified framework

Outlook

GRAZIE!

 ✔  Current predictions carry some uncertainty due to lack of data to constrain NP 
aspects of nuclear UGD. This problem can be largely fixed through the 
measurement of simple observables (i.e. single inclusive spectra) in p+Pb collisions  

 ✔  Our knowledge of the CGC effective theory and of coherence effects in HIC in 
general will be largely improved by the upcoming p+Pb data at the LHC

✔  Most solid CGC predictions for the upcoming p+Pb run: 
  - Suppression of nuclear modification factors at moderate pt already at mid-rapidity
  - Stronger suppression at more forward rapidities (evolution)
  - Suppression of di-hadron and photon-hadron angular correlations
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FIG. 8: Comparison of the rcBK-MC results obtained with only the elastic term of the hybrid formalism, Eq. (19), to
the RHIC forward data on single inclusive charged hadron (BRAHMS data [51]) and neutral pion yields in p+p (left) and
d+Au collisions (right). Solid lines correspond to the γ = 1.119 i.c., dashed-dotted to also γ = 1.119 i.c but using the
prescription in Eq. (10) for the initial saturation scale. Dotted lines correspond to MV i.c.

In Fig. 8 we compare our results for single inclusive charged hadron (BRAHMS data [51]) and neutral pion
(STAR data [52]) distributions measured in p+p and d+Au collisions at RHIC. In this figure we include only the
elastic component of the hybrid formalism. In what follows we adopt the DSS-NLO fragmentation functions as the
default ones for all the calculations performed within the hybrid formalism. Our results show a good agreement
with data. However, the figure also illustrates that RHIC forward data does not constrain well the initial conditions
for the evolution of nuclear wave functions: both the UGD MV and g1119 sets (using either the natural, Eq. (9),
or the modified, Eq. (10), ansatz for the initial saturation scale at every point in the transverse plane) yield a
comparably good description of data. This is due to the fact that transverse momentum distributions in the
forward region do not probe the kT ! Qs tails of the UGDs.

Similar to previous phenomenological works, we found that no K-factors are needed to describe data at rapidities
η = 2.2 and 3. However, STAR data at more forward rapidities can only be well described if a K-factor ≈ 0.4
is introduced. This may be an indication that large-x phenomena non included in the CGC may be relevant in
the region close to the kinematic limit of phase space. Note, however, that the value of the K-factor depends
significantly both on the UGD and on the FF.

In Fig. 9 we show the comparison to the same RHIC forward data, now also including the inelastic term in
the hybrid formalism. We explore both fixed αs = 0.1 as well as one-loop running coupling at the scale Q. We
observe that the effect of this additional term can be very large, especially at large transverse momentum. We
note that, despite the fact that the coupling decreases with increasing transverse momentum, the running coupling
prescription causes a larger effect than the fixed coupling one.

We observe that the inelastic term exhibits a harder pT -dependence than the elastic contribution, and at some
transverse momentum it overwhelms the elastic contribution. The crossing point depends on the particular choice
of UGD. The effects from the inelastic corrections are stronger for the steeper g1119 initial conditions than for
the MV ones over the entire range of transverse momentum shown in Fig. 9. Also, the importance of the inelastic
term depends on the collision system or, equivalently, on the target saturation scale: it is stronger for p+p than
for d+Au collisions. For p+p collisions in particular it appears that the present formalism does not provide a
stable result as the inelastic correction overwhelms the leading elastic contribution already at moderate values
of transverse momentum. This not a completely unexpected result since, parametrically, the inelastic term is
proportional to ln(pt/Qst), with Qst the target saturation scale, while the elastic term scales as ln(pt/ΛQCD) (see
discussion in [31]). Given the importance and magnitude of the inelastic term, our findings call for a complete
phenomenological analysis of the full NLO corrections.

We now proceed to p+Pb collisions at LHC energy,
√

s = 5 TeV. In Figs. 10 and 11 we show our results for the
single inclusive charged hadrons yields in p+p and minimum bias p+Pb collisions and the nuclear modification
factor Rp+Pb for minimum bias collisions respectively. We compare also to Rp+Pb from collinear factorization
using EPS09 nPDFs [53, 54] as well as to results from the “IP-sat” model and from an independent rcBK imple-

10

–a full NNLO calculation would be necessary to determine the scale for the running of the coupling at NLO– and
should be considered as a free parameter. In order to asses the uncertainty related to the choice of scale for the
coupling in the inelastic term, we shall consider two possibilities: assuming a constant value αs = 0.1 (similar to
what was done in an earlier study [37]) or, alternatively, assuming one-loop running at the factorization scale Q
by replacing αs → αs(Q) in Eq. (20).

IV. THE BASELINE: PROTON+PROTON COLLISIONS

In this section we first present our results for proton-proton collisions. We restrict to CM energies in the TeV
regime so that the typical parton momentum fractions involved in semi-hard hadron production remain small.
A good description of p⊥ distributions in p+p is of course required for a reliable calculation of the spectra in
minimum-bias p+A collisions as well as for the RpA nuclear modification factor. Furthermore, it is important to
check consistency of the UGD in DIS and hadronic collisions. In what follows we shall use three different sets of
fragmentation functions: LO-KKP [38] and DSS [39, 40] at LO and NLO, respectively.
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FIG. 3: Transverse momentum distribution of charged particles in the central region of p+p collisions at
√

s = 1.96 TeV
(left), and p+p collisions at

√
s = 7 TeV (right). CDF and CMS data from refs. [41] and [42], respectively.

In Fig. 3 we show the transverse momentum distributions of charged particles in the regime of semi-hard pt for
inclusive p+p collisions at

√
s = 1.96 TeV and 7 TeV, respectively. We have tested various combinations of UGDs

and FFs and in each case matched the K-factor to the data at p⊥ = 1 GeV.
First, we note that the UGD sets with the steeper initial gluon spectrum (UGD sets g1119 and g1101) lead to

significantly better agreement with the data than the classical “MV model” initial condition with γ = 1; the latter
leads to a p⊥ spectrum far outside the experimental error bars. This establishes consistency within our framework
of the UGDs with DIS and hadron-hadron collisions, since those two sets provide a much better χ2/d.o.f in fits to
e+p data than the MV one. Recall, also, that in hadronic collisions x ∼ p⊥ for spectra at fixed rapidity. Hence,
the shape of the spectra does provide a direct test of the rcBK evolution speed.

In Fig. 4 we check that changing the scale in the FF from Q = p⊥/2 to Q = p⊥ to Q = 2p⊥ is mainly absorbed
into a redefinition of the K-factor; in what follows we shall fix Q = p⊥. Similarly, switching from DSS-LO to
DSS-NLO FFs essentially leads to identical spectra once the K-factor is adjusted; see Fig. 3 (left). On the other
hand, we obtain slightly harder spectra with DSS versus KKP fragmentation functions, as expected.

We now turn to the pseudo-rapidity dependence of p⊥-integrated multiplicities. As already mentioned above,
here we can not convolute the gluon spectrum with a fragmentation function. Instead, our crude “hadronization
model” consist in assuming that on average over events the number of charged particles is proportional to the
number of initially produced gluons. The number κg of final hadrons per initial gluon is a free parameter. Its
precise value will depend on the UGD, on the assumed impact parameter distribution of valence charges in the
nucleon, on the ∂y/∂η Jacobian and so on.

In Fig. 5 we compare to ALICE and CMS data from refs. [43–46]. For UGD 111 we have adjusted the normal-
ization relative to that determined from Pb+Pb collisions by a factor of 1.24; the energy and rapidity dependence
of dNch/dη is consistent with the data. On the other hand, UGD 115 does not require any particular adjustment
of normalization but appears to predict a slightly too steep energy dependence of the multiplicity and a narrower
rapidity distribution (given our specific ∂y/∂η Jacobian).
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FIG. 4: Transverse momentum distribution of charged particles in the central region of p+p collisions at
√

s = 7 TeV. The
scale in the FF is taken to be Q = p⊥/2 (left) or Q = 2p⊥ (right), respectively.
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FIG. 5: Charged particle multiplicity as a function of pseudorapidity for p+p collisions at
√

s = 2.36 TeV and 7 TeV,
respectively, for two different UGD sets (g1119 and g1101). ALICE and CMS data from refs. [43–46].

V. MULTIPLICITY IN P+PB COLLISIONS

In Fig. 6 we present our predictions for p⊥-integrated multiplicities in minimum bias p+Pb collisions. According
to our findings from above, for UGD set g1119 we use the exact same normalization as for Pb+Pb and p+p
collisions. On the other hand, we had found that the UGD set g1101 requires a correction of +24% to reproduce
the measured multiplicity in p+p collisions at 2360 and 7000 GeV. Accordingly, for this UGD set and min. bias
p+Pb collisions we have increased by hand the normalization by +10% (relative to Pb+Pb). A prediction for the
charged multiplicity for the UGD with MV-model i.c. (γ = 1) can be found in ref. [28]. We mention that the
current results are similar to other predictions based on the idea of gluon saturation [47–49]. This illustrates that
indeed the energy and system size dependence of the multiplicity is governed mainly by the dependence of the
saturation scale Qs on the target thickness and on x.

VI. SINGLE INCLUSIVE SPECTRA IN P+PB COLLISIONS

In this section we present single-inclusive charged hadron transverse momentum distributions for p+Pb collisions
at

√
s = 5 TeV. For pseudo-rapidities near the central region, |η| < 2, the relevant light-cone momentum fractions

in both projectile and target are comparable and small and so we use k⊥ factorization, section III A. We fix the
K-factor to the value extracted from p+p collisions as described in the previous section. Our default fragmentation
function is KKP-LO evaluated at the scale Q2 = k2

t .
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FIG. 12: Same as Fig. 11 for two different centrality classes. Here, for all curves the initial saturation momentum squared
in the Pb target is taken to be proportional to the density of nucleons per unit transverse area in a given event,Q2

s(x0;b) ∼
TA(b), according to the natural prescription given by Eq. (9). Results in this plot have been calculated in thekt-factorization
formalism.
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FIG. 13: Same as Fig. 12 but here the initial saturation momentum squared in the Pb target is taken as Q2
s(x0;b) ∼ T 1/γ

A (b),
according to the modified prescription given by Eq. (10). Results in this plot have been calculated in the kt-factorization
formalism.

In Fig. 13, finally, we show the nuclear modification factor for the UGDs with initial saturation momentum
squared Q2

s(x0;b) ∼ T 1/γ
A (b) which restores the N (r; x0) ∼ r2 behavior of the dipole scattering amplitude in the

perturbative limit, r Qs(x0) " 1. This prescription for the initial saturation momentum reduces anti-shadowing
at high intrinsic momenta. This leads to slightly lower values of Rp+Pb at high pt than the AAMQS UGDs
corresponding to Q2

s(x0;b) ∼ TA(b).

VII. MULTIPLICITY AND TRANSVERSE ENERGY IN PB+PB COLLISIONS

In this section we present the centrality dependence of the multiplicity and transverse energy in heavy-ion
collisions at LHC energy 13. This serves mainly as a rough check for the dependence of the saturation momentum
on the thickness of a nucleus. We shall find that the present framework leads to a rather good description of the
data. Nevertheless, we recall that we do not account for final-state effects such as entropy production; also, that
our estimates rely on a crude “hadronization model” as well as on kt-factorization which is not expected to be

13 Very similar results were previously presented in [28] (unpublished) before the corresponding data was available
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