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What	cosmology	can	tell	us	about	
neutrinos	

•  Neutrino	mass	sum:	more	precise	than	β	(KATRIN)	and	double	
β decay	(GERDA),	but	more	model	dependent.	Not	sensi7ve	
to	Dirac	vs	Majorana,	mixing	angles,	phases	…	

	
•  Hierarchy:	not	specifically	sensi7ve	to	the	hierarchy	like	
ΝΟνΑ, DUNE,	PINGU,	ORCA,	Hyper-K,	but	the	IH	might	be	
ruled	out.	

	
•  Effec7ve	number	of	rela7vis7c	degrees	of	freedom,	Neff	,								

(≈	Neutrino	number)	
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Neutrino	decoupling	
In	the	primordial	Universe	weak	interac7ons	keep	neutrinos	in	equilibrium	with	the	
heat	bath.	
	
Γ  ≈		GF

2	T5		<		H
	
Tdec	≈	1	MeV	è	HDM	
	
e+e-					è γγ

Tν /	Tγ		=	(4/11)1/3		

Tν  ≈	1/a	

Γs		≈	GF
2	T5	sin2θs	<		H

	
Tdec,s	≈	Tdec	/	sin2θs	

Tν,s /	Tγ		≈	(4/15)1/3		
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Fig. 1. Evolution of the distortion of the νe and νx = νµ,τ spectrum for a particular
comoving momentum (y = 10). In the case with θ13 ̸= 0 one can distinguish the dis-
tortions for νµ (middle line) and ντ (lower line). The line labeled with Tγ corresponds
to the distribution of a neutrino in full thermal contact with the electromagnetic
plasma.

For a more detailed description of the evolution of flavour oscillations at this
epoch, we refer the reader to [2].

3.2 Frozen spectra and Neff

We show in Fig. 2 the asymptotic values of the flavour neutrino distribution,
for the cases without oscillations and with non-zero mixing. The dependence
of the non-thermal distortions in momentum is well visible, which reflects the
fact that more energetic neutrinos were interacting with e± for a longer period.
Moreover, the effect of neutrino oscillations is evident, reducing the difference
between the flavour neutrino distortions.

Once we have found the final neutrino distributions, the frozen values of some
quantities characterizing neutrino heating can be calculated. In Tables 1 and
2 we present our results for the dimensionless photon temperature zfin, the
change in the neutrino energy densities with respect to ρν0

(the energy density
in the instantaneous decoupling limit) and the asymptotic effective number of
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71 v  Other	rela7vis7c	relics	

can	contribute	to	Neff	
v  This	equa7on	holds	aeer	

decoupling	and	as	long	
as	all	neutrinos	are	
rela7vis7c	

v  Neff,dec	=	3.046	

Neff	Effec7ve	number	of	
rela7vis7c	
degrees	of	freedom	

Lesgourgues	&	Pastor,	(2012)	
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Neff	&	BBN	

H = Γ
T=Tfreeze

Tfreeze ≈ 0.6g*
1/6 MeV

nn
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≈ exp −
(mn −mp )
Tfreeze
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Shortly	aeer	neutrino	decoupling	the	weak	interac7ons	that	kept	neutrons	and	
protons	in	sta7s7cal	equilibrium	freeze	out.	

Cooke	et	al.,	MNRAS	(2013)	
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Fig. 6.— The 1σ and 2σ confidence contours (dark and light shades respectively) for Neff and Ωb,0 h2 derived from the primordial deuterium abundance (blue),
the CMB (green), and the combined confidence contours (red). The left panel illustrates the current situation, while the right panel shows the effect of reducing
the uncertainty in the conversion from (D /H)p to Ωb,0 h2 by a factor of two (see discussion in Section 4.2). Dashed and dotted lines indicate the hidden contour
lines for BBN and CMB bounds respectively.

Fig. 7.— The 1σ and 2σ confidence contours (dark and light shades respec-
tively) for Neff and Ωb,0 h2 derived from the primordial deuterium abundance
(blue), the primordial He mass fraction (green), and the combined confidence
contours (red). Dashed and dotted lines indicate the hidden contour lines for
(D /H)p and YP bounds respectively.

recently as a probe of the effective number of neutrino fam-
ilies (Cyburt 2004; Nollett & Holder 2011; Pettini & Cooke
2012, see also Section 5.1). Here, we demonstrate that precise
measures of the primordial deuterium abundance (in combi-
nation with the CMB) can also be used to estimate the neu-
trino degeneracy parameter, ξ, which is related to the lepton
asymmetry by Equation 14 from Steigman (2012).
Steigman (2012) recently suggested that combined esti-

mates for (D /H)p, YP, and a measure of Neff from the CMB,
can provide interesting limits on the neutrino degeneracy pa-
rameter (ξ ≤ 0.079, 2σ; see also, Serpico & Raffelt 2005;
Popa & Vasile 2008; and Simha & Steigman 2008). By com-
bining (D /H)p and YP, this approach effectively removes the
dependence on Ωb,0 h2. Using the conversion relations for
(D /H)p and YP (eqs. 5–6 and 13–14) and the current best de-
termination of YP (0.253±0.003; Izotov, Stasinska, & Guseva
2013), in addition to the Planck+WP+highL19 constraint on
Neff and the precise determination of (D /H)p reported here,
we derive a 2σ upper limit on the neutrino degeneracy param-
eter, |ξ| ≤ 0.064, based on the approach by Steigman (2012).
We propose that an equally powerful technique for estimat-
19 We used the base cosmology set with Neff and YP added as free param-

eters (see Section 6.4.5 of Planck Collaboration 2013).

ing ξ does not involve removing the dependence on Ωb,0 h2
by combining (D /H)p and YP, as in Steigman (2012). In-
stead, one can obtain a measure of both Ωb,0 h2 and Neff from
the CMB, and use either (D /H)p or YP to obtain two sepa-
rate measures of ξ. This has the clear advantage of decou-
pling (D /H)p and YP; any systematic biases in either of these
two values could potentially bias the measure of ξ. Separating
(D /H)p and YP also allows one to check that the two estimates
agree with one another.
Our calculation involved aMonte Carlo technique, whereby

we generated random values from the Gaussian-distributed
primordial D/H abundance measurements, whilst simultane-
ously drawing random values from the (correlated) distribu-
tion between Ωb,0 h2 and Neff from the Planck+WP+highL
CMB data (Planck Collaboration 2013)20. Using Equation 19
from Steigman (2012, equivalent to eq. 6 here), we find
ξD = +0.05 ± 0.13 for (D /H)p, leading to a 2σ upper limit
of |ξD| ≤ 0.31.
With the technique outlined above, we have also computed

the neutrino degeneracy parameter from the current observa-
tional bound on YP. For this calculation, we have used the
MCMC chains from the Planck+WP+highL CMB base cos-
mology with Neff and YP added as free parameters. In this
case, the CMB distribution was weighted by the observational
bound on YP (YP = 0.253±0.003; Izotov, Stasinska, & Guseva
2013). Using Equations 19–20 from Steigman (2012, equiv-
alent to eqs. 6 and 14 here), we find ξD = +0.04 ± 0.15 for
(D /H)p and ξHe = −0.010 ± 0.027 for YP. These values
translate into corresponding 2σ upper limits |ξD| ≤ 0.34 and
|ξHe| ≤ 0.064. Combining these two constraints then gives
ξ = −0.008 ± 0.027, or |ξ| ≤ 0.062 (2σ).
Alternatively, if we assume that the effective number of

neutrino species is consistent with three standard model neu-
trinos (i.e. Neff ≃ 3.046), we obtain the following BBN-only
bound on the neutrino degeneracy parameter by combining
(D /H)p and YP, ξ = −0.026 ± 0.015, or |ξ| ≤ 0.056 (2σ). We
therefore conclude that all current estimates of the neutrino
degeneracy parameter, and hence the lepton asymmetry, are
consistent with the standard model value, ξ = 0.
20 Rather than drawing values of Ωb,0 h2 and Neff from the appropriate

distribution, we instead used the Markov-Chain Monte Carlo chains provided
by the Planck science team, which are available at:
http://www.sciops.esa.int/wikiSI/planckpla/index.php?
title=Cosmological Parameters&instance=Planck Public PLA

D/H	

YP	

ΔNeff (BBN )<1 (95%c.l.)
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Neff	&	CMB(TT)	
3

di↵usion distance at recombination is

r2d = ⇡2

Z a⇤

0

da

a3�TneH


R2 + 16

15 (1 +R)

6(1 +R2)

�
(1)

where ne is the number density of free electrons, �T is the
Thompson cross-section, a⇤ is the scale factor at recombi-
nation (defined below) and the factor in square brackets
is due to the directional and polarization dependence of
Thompson scattering [28, 29]. Although Eq. 1 is only an
approximation to the di↵usion length, it allows an an-
alytic understanding of the dependence of this di↵usion
length on model parameters [21].

If we approximate a⇤ as independent of H, then rd /
H�0.5. This is as expected for a random walk process:
the distance increases as the square root of time. In-
creasing H (which happens when we increase Ne↵) leads
to smaller rd which would decrease the amount of damp-
ing. Why do we see, in Fig. 1, the damping increase as
Ne↵ increases?

The answer has to do with how rs and DA change to
keep ✓s fixed despite the increased expansion rate. The
comoving sound horizon is given by

rs =

Z t⇤

0
cs dt/a =

Z a⇤

0

cs da

a2H
. (2)

Since rs / 1/H, it responds even more rapidly to changes
in H than is the case for rd. To keep ✓s fixed at the
observed value, DA must also scale as 1/H. Since DA

decreases by more than would be necessary to keep ✓d
fixed, ✓d increases which means the damping is increased.

To look at it another way, if we knew DA perfectly,
we could use rs to determine H prior to recombination.
But we do not know DA, largely because we do not know
the value of the cosmological constant, or more generally
the density of the dark energy as a function of the scale
factor. Instead, we can use the two scales together to
form a ratio that is sensitive to H, with no dependence
on DA: ✓d/✓s = rd/rs / H0.5.

Does this explanation hold together quantitatively? To
demonstrate that what we are seeing in the power spec-
trum actually is increased Silk damping (at fixed ✓s) we
experiment with also fixing ✓d as Ne↵ increases. The
bottom panel of Fig. 1 shows how the angular power
spectrum responds to the same variations in Ne↵ , only
now taken at constant ✓d as well. When we remove the
✓d variation, the impact of the Ne↵ variation almost en-
tirely disappears. We conclude that the variations we
are seeing in the top panel are indeed due to the impact
of Ne↵ on the amount of Silk damping. A very similar
demonstration was provided by [22].

To keep ✓d fixed as Ne↵ varies, we varied a parameter
whose sole impact is on the number density of electrons:
the primordial fraction of baryonic mass in Helium, YP.
Even as early as times when 99% of the photons have yet
to last scatter, Helium, with its greater binding energy
than Hydrogen, is almost entirely neutral. Thus ne =
Xe(np + nH) = Xenb(1 � YP) where the first equality

FIG. 1: Top panel: WMAP and SPT power spectrum mea-
surements, and theoretical power spectra normalized at ` =
200. The black (central) curve is for the best-fit ⇤CDM+Ne↵

model assuming BBN consistency. The other model curves
are for Ne↵ varying from 2 to 6 with ⇢b, ✓s, and zEQ held
fixed. Larger Ne↵ corresponds to lower power. Central panel:
Same as above except normalized at ` = 400 where the ISW
contribution is negligible. We see most of the variation re-
mains. Bottom panel: The same as the central panel except
we vary YP to keep ✓d fixed. The lack of scatter in these spec-
tra compared to those in the middle panel demonstrates that
the e↵ect of Ne↵ on small-scale data is largely captured by its
impact on the damping scale. We can also begin to see more
subtle e↵ects of the neutrinos, most noticeably a phase shift
in the acoustic oscillations [22].

defines Xe and we have kept nb (and thus ⇢b) fixed. The
limit of integration in the above equations for rs and rd
is only slightly a↵ected by changing YP and thus rs is
largely una↵ected. However, the damping length scales
with YP as rd / (1� YP)�0.5.
From our analysis one finds that rd/rs / (1 +

f⌫)0.25/
p
1� YP where f⌫ ⌘ ⇢⌫/⇢� is proportional to

Ne↵ . The first factor arises because increasing H at fixed
zEQ meansH2 / (1+f⌫). Thus asNe↵ is varied, we know
how to change YP to keep rd/rs (and hence ✓d/✓s) fixed.

Hou	et	al.,	PRD	(2013)	
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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Background	effects:	
•  expansion	rate		

Perturba7on	effects	(free-streaming):	
•  phase	shie	in	δγ
•  overall	amplitude	suppression	

(anisotropic	stress)	

Sound	horizon	 Damping	
tail	

YP	ê	

Neff (CMB) = 2.99± 0.20 (68%cl)

No	room	for	(thermalized)	eV	sterile	neutrinos,	unless	new	physics	
Archidiacono	et	al.,	PRD	(2015)	&	(2016)	
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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zeq	
early	ISW	
 ê		

This	formula	does	not	account	for	
the	distor7ons	in	the	neutrino	
distribu7ons.	

mν∑ < 0.59 eV (95%c.l.)

Ωνh
2 =

ρν
ρc

=
mν∑

93.14eV

late	ISW	
 ê	

Archidiacono,	et	al.,	JCAP	(2017)	

•  Bakground	effects	(zeq,	dA,	lateISW)	

•  Perturba7on	effects	(earlyISW)	

dA	

Mν ,ref = 60 meV
Mν =150 meV
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Neutrino	non-rela7vis7c	transi7on	
As	long	as	neutrinos	are	rela7vis7c	they	travel	at	the	speed	of	light.	
When	neutrinos	become	non-rela7vis7c	
	

znr	≈	1890	(mν,i/1eV),		
	
they	travel	through	the	Universe	with	a	thermal	velocity	

	
vth,i	=	<p>/mν,i	≈	3Tν,i/mν,i	≈	150	(1+z)	(1eV/mν,i)	km/s	

	
Neutrinos	cannot	be	confined	below	the	characteris7c	free-streaming	scale	defined	by	
vth,i.	
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H (znr,i )
(1+ znr,i )

= 0.0145Mpc−1 mν ,i

1eV
⎛

⎝
⎜

⎞

⎠
⎟

1/2

Ωm
1/2h

k fs,i (z) ≡
3
2

H (z)
(1+ z)vth,i (z)

= 0.113Mpc−1 mν ,i

1eV
⎛

⎝
⎜

⎞

⎠
⎟
Ωmh

2

0.14
5
1+ z

⎛

⎝
⎜

⎞

⎠
⎟

1/2



Neutrino	non-rela7vis7c	transi7on	
As	long	as	neutrinos	are	rela7vis7c	they	travel	at	the	speed	of	light.	
When	neutrinos	become	non-rela7vis7c	
	

znr	≈	1890	(mν,i/1eV),		
	
they	travel	through	the	Universe	with	a	thermal	velocity	

	
vth,i	=	<p>/mν,i	≈	3Tν,i/mν,i	≈	150	(1+z)	(1eV/mν,i)	km/s	

	
Neutrinos	cannot	be	confined	below	the	characteris7c	free-streaming	scale	defined	by	
vth,i.	
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Planck Collaboration: Gravitational lensing by large-scale structures with Planck
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Fig. 6 Planck 2015 full-mission MV lensing potential power spectrum measurement, as well as earlier measurements using the
Planck 2013 nominal-mission temperature data (Planck Collaboration XVII 2014), the South Pole Telescope (SPT, van Engelen
et al. 2012), and the Atacama Cosmology Telescope (ACT, Das et al. 2014). The fiducial ⇤CDM theory power spectrum based on
the parameters given in Sect. 2 is plotted as the black solid line.

In addition to the priors above, we adopt the same sampling
priors and methodology as Planck Collaboration XIII (2015),†
using CosmoMC and camb for sampling and theoretical predic-
tions (Lewis & Bridle 2002; Lewis et al. 2000). In the ⇤CDM
model, as well as ⌦bh2 and ns, we sample As, ⌦ch2, and the
(approximate) acoustic-scale parameter ✓MC. Alternatively, we
can think of our lensing-only results as constraining the sub-
space of ⌦m, H0, and �8. Figure 7 shows the corresponding
constraints from CMB lensing, along with tighter constraints
from combining with additional external baryon acoustic oscil-
lation (BAO) data, compared to the constraints from the Planck
CMB power spectra. The contours overlap in a region of accept-
able Hubble constant values, and hence are compatible. To show
the multi-dimensional overlap region more clearly, the red con-
tours show the lensing constraint when restricted to a reduced-
dimensionality space with ✓MC fixed to the value accurately mea-
sured by the CMB power spectra; the intersection of the red and
black contours gives a clearer visual indication of the consis-
tency region in the ⌦m–�8 plane.

The lensing-only constraint defines a band in the ⌦m–�8
plane, with the well-constrained direction corresponding ap-
proximately to the constraint

�8⌦
0.25
m = 0.591 ± 0.021 (lensing only; 68 %). (13)

This parameter combination is measured with approximately
3.5% precision.

The dependence of the lensing potential power spectrum on
the parameters of the ⇤CDM model is discussed in detail in
† For example, we split the neutrino component into approximately

two massless neutrinos and one with
P

m⌫ = 0.06 eV, by default.

Appendix E; see also Pan et al. (2014). Here, we aim to use
simple physical arguments to understand the parameter degen-
eracies of the lensing-only constraints. In the flat ⇤CDM model,
the bulk of the lensing signal comes from high redshift (z > 0.5)
where the Universe is mostly matter-dominated (so potentials are
nearly constant), and from lenses that are still nearly linear. For
fixed CMB (monopole) temperature, baryon density, and ns, in
the ⇤CDM model the broad shape of the matter power spectrum
is determined mostly by one parameter, keq ⌘ aeqHeq / ⌦mh2.
The matter power spectrum also scales with the primordial am-
plitude As; keeping As fixed, but increasing keq, means that the
entire spectrum shifts sideways so that lenses of the same typ-
ical potential depth  lens become smaller. Theoretical ⇤CDM
models that keep `eq ⌘ keq �⇤ fixed will therefore have the same
number (proportional to keq �⇤) of lenses of each depth along
the line of sight, and distant lenses of the same depth will also
maintain the same angular correlation on the sky, so that the
shape of the spectrum remains roughly constant. There is there-
fore a shape and amplitude degeneracy where `eq ⇡ constant,
As ⇡ constant, up to corrections from sub-dominant changes in
the detailed lensing geometry, changes from late-time potential
decay once dark energy becomes important, and nonlinear ef-
fects. In terms of standard ⇤CDM parameters around the best-fit
model, `eq / ⌦0.6

m h, with the power-law dependence on ⌦m only
varying slowly with ⌦m; the constraint `eq / ⌦0.6

m h = constant
defines the main dependence of H0 on ⌦m seen in Fig. 7.

The argument above for the parameter dependence of the
lensing power spectrum ignores the e↵ect of baryon suppres-
sion on the small-scale amplitude of the matter power spectrum
(e.g., Eisenstein & Hu 1998). As discussed in Appendix E, this
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For METACALIBRATION, the kth component of the unro-
tated ellipticity is given by êk = ek � heki, where hei is
the residual mean shear in a given tomographic bin. The
METACALIBRATION catalog does not use a galaxy weight
(W = 1), and the shear response correction (S) is given by
S ⌘ R = R� + RS . In general R is a 2x2 matrix, where
Rii = R�,ii + RS,ii is the sum of the iith element of the
measured shear response and shear selection bias correction
matrix for METACALIBRATION. We simply use the average
of the components of R, where R = (R

11

+ R
22

)/2. For
IM3SHAPE, êk = ek � ck � hek � cki, where c is the addi-
tive shear correction and he � ci is the residual mean shear
for a tomographic bin. The IM3SHAPE catalog uses an em-
pirically derived weight (W = w), and a multiplicative shear
correction S = 1 + m, where m is defined irrespective of the
ellipticity component. For more details about the calculation
of c, w, m, and R, see [54].

The redshift distribution of each tomographic bin for the
METACALIBRATION measurements is shown in Fig. 2. The
redshift boundaries, effective number density, and per compo-
nent �e of each tomographic bin for METACALIBRATION are
given in Table I. Due to the inherent weighting of each object
in the estimator in Eq. (3), the objects contributing to the n(z)

for a tomographic bin have been weighted by the factor WiSi.

We show the measured two-point correlation function ⇠±
for each shape catalog in Figs. 3 – 5. Scales not used to
constrain cosmological parameters are shaded in Fig. 4 & 5.
This is the first measurement to correct, through the metacal-
ibration process, the shear selection effects RS , e.g., due to
photo-z binning in the data. This effect can be only roughly
approximated in traditional image simulation calibrations by
assigning redshifts based on the original redshift measurement
of the input objects, which is not the same as the redshift mea-
surement used in the data and not even necessarily correlated
with magnitude or color in a natural way in the simulation15.
The measured selection effects RS vary from �0.6% to 2.5%
of the shear response correction Rg in the four tomographic
bins, with an absolute magnitude of up to 0.014, which is a
significant level of bias if it were uncorrected – larger than the
Gaussian prior width on the multiplicative bias of 0.013 for
the METACALIBRATION catalog. We can estimate its effect
by comparing to the selection bias correction with no tomo-
graphic binning, which is 0.011. Thus, the inclusion of the
selection bias correction calculated from the four runs of BPZ
on the sheared photometry from METACALIBRATION is likely
a significant contribution to the corrected selection bias, and
the additional computational resources and complexity intro-
duced are warranted.

15 We preserve the original COSMOS magnitudes of objects in the simula-
tions used to calibrate IM3SHAPE, so the assigned redshifts do correspond
to the flux and morphology of the simulated image.
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FIG. 3. The measured non-tomographic shear correlation function
⇠± for the DES Y1 shape catalogs.

V. COVARIANCE MATRIX

The calculation of the covariance matrix of ⇠± and tests to
validate its quality can be found in [58]. A large part of our
covariance is caused by the shape-noise and Gaussian compo-
nents of the covariance, i.e., covariance terms that involve at
most two-point statistics of the cosmic shear fields. To guar-
antee that our covariance model captures these error contribu-
tions correctly, the Gaussian parts of the model are compared
to a sample covariance from 1200 Gaussian random realiza-
tions of the shear fields in our tomographic bins. The un-
certainties on cosmological parameters projected from each
of these covariances agree very well [58]. The non-Gaussian
parts of our covariance, i.e., the parts involving higher order
correlations of the shear field, are modeled in a halo model
framework [90]. To measure the influence of realistic survey
geometry on the covariance matrices, covariance matrices de-
termined in three different ways are compared: 1) the full halo
model covariance, 2) a sample covariance from 1200 lognor-
mal realizations (see Sec. III C) of the convergence field in
our tomographic bins that assumes a circular survey footprint,
and 3) a sample covariance from 1200 lognormal realizations
using our actual DES Y1 footprint. The parameter uncertain-
ties derived from each of these matrices agree very well [58],
indicating that masking and footprint shape have a negligible
impact in the DES Y1 analysis.

We show the full halo model correlation matrix for ⇠± as the
lower triangle in Fig. 6. The upper triangle is the difference
of the full halo model correlation matrix and the correlation
matrix resulting from the 1200 lognormal realizations masked
by the DES Y1 footprint. Following the suggestion of an iter-
ative approach to dealing with the cosmological dependence
of covariance matrices proposed by [91], an initial covariance
matrix was calculated using an arbitrary cosmology, but the fi-
nal covariance matrix used in this work was recalculated with
the best-fit cosmology of the initial fiducial result from [51].
We found no significant change in our inferred cosmology due
to this covariance change.
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Fig. 6 Planck 2015 full-mission MV lensing potential power spectrum measurement, as well as earlier measurements using the
Planck 2013 nominal-mission temperature data (Planck Collaboration XVII 2014), the South Pole Telescope (SPT, van Engelen
et al. 2012), and the Atacama Cosmology Telescope (ACT, Das et al. 2014). The fiducial ⇤CDM theory power spectrum based on
the parameters given in Sect. 2 is plotted as the black solid line.

In addition to the priors above, we adopt the same sampling
priors and methodology as Planck Collaboration XIII (2015),†
using CosmoMC and camb for sampling and theoretical predic-
tions (Lewis & Bridle 2002; Lewis et al. 2000). In the ⇤CDM
model, as well as ⌦bh2 and ns, we sample As, ⌦ch2, and the
(approximate) acoustic-scale parameter ✓MC. Alternatively, we
can think of our lensing-only results as constraining the sub-
space of ⌦m, H0, and �8. Figure 7 shows the corresponding
constraints from CMB lensing, along with tighter constraints
from combining with additional external baryon acoustic oscil-
lation (BAO) data, compared to the constraints from the Planck
CMB power spectra. The contours overlap in a region of accept-
able Hubble constant values, and hence are compatible. To show
the multi-dimensional overlap region more clearly, the red con-
tours show the lensing constraint when restricted to a reduced-
dimensionality space with ✓MC fixed to the value accurately mea-
sured by the CMB power spectra; the intersection of the red and
black contours gives a clearer visual indication of the consis-
tency region in the ⌦m–�8 plane.

The lensing-only constraint defines a band in the ⌦m–�8
plane, with the well-constrained direction corresponding ap-
proximately to the constraint

�8⌦
0.25
m = 0.591 ± 0.021 (lensing only; 68 %). (13)

This parameter combination is measured with approximately
3.5% precision.

The dependence of the lensing potential power spectrum on
the parameters of the ⇤CDM model is discussed in detail in
† For example, we split the neutrino component into approximately

two massless neutrinos and one with
P

m⌫ = 0.06 eV, by default.

Appendix E; see also Pan et al. (2014). Here, we aim to use
simple physical arguments to understand the parameter degen-
eracies of the lensing-only constraints. In the flat ⇤CDM model,
the bulk of the lensing signal comes from high redshift (z > 0.5)
where the Universe is mostly matter-dominated (so potentials are
nearly constant), and from lenses that are still nearly linear. For
fixed CMB (monopole) temperature, baryon density, and ns, in
the ⇤CDM model the broad shape of the matter power spectrum
is determined mostly by one parameter, keq ⌘ aeqHeq / ⌦mh2.
The matter power spectrum also scales with the primordial am-
plitude As; keeping As fixed, but increasing keq, means that the
entire spectrum shifts sideways so that lenses of the same typ-
ical potential depth  lens become smaller. Theoretical ⇤CDM
models that keep `eq ⌘ keq �⇤ fixed will therefore have the same
number (proportional to keq �⇤) of lenses of each depth along
the line of sight, and distant lenses of the same depth will also
maintain the same angular correlation on the sky, so that the
shape of the spectrum remains roughly constant. There is there-
fore a shape and amplitude degeneracy where `eq ⇡ constant,
As ⇡ constant, up to corrections from sub-dominant changes in
the detailed lensing geometry, changes from late-time potential
decay once dark energy becomes important, and nonlinear ef-
fects. In terms of standard ⇤CDM parameters around the best-fit
model, `eq / ⌦0.6

m h, with the power-law dependence on ⌦m only
varying slowly with ⌦m; the constraint `eq / ⌦0.6

m h = constant
defines the main dependence of H0 on ⌦m seen in Fig. 7.

The argument above for the parameter dependence of the
lensing power spectrum ignores the e↵ect of baryon suppres-
sion on the small-scale amplitude of the matter power spectrum
(e.g., Eisenstein & Hu 1998). As discussed in Appendix E, this
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For METACALIBRATION, the kth component of the unro-
tated ellipticity is given by êk = ek � heki, where hei is
the residual mean shear in a given tomographic bin. The
METACALIBRATION catalog does not use a galaxy weight
(W = 1), and the shear response correction (S) is given by
S ⌘ R = R� + RS . In general R is a 2x2 matrix, where
Rii = R�,ii + RS,ii is the sum of the iith element of the
measured shear response and shear selection bias correction
matrix for METACALIBRATION. We simply use the average
of the components of R, where R = (R
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+ R
22

)/2. For
IM3SHAPE, êk = ek � ck � hek � cki, where c is the addi-
tive shear correction and he � ci is the residual mean shear
for a tomographic bin. The IM3SHAPE catalog uses an em-
pirically derived weight (W = w), and a multiplicative shear
correction S = 1 + m, where m is defined irrespective of the
ellipticity component. For more details about the calculation
of c, w, m, and R, see [54].

The redshift distribution of each tomographic bin for the
METACALIBRATION measurements is shown in Fig. 2. The
redshift boundaries, effective number density, and per compo-
nent �e of each tomographic bin for METACALIBRATION are
given in Table I. Due to the inherent weighting of each object
in the estimator in Eq. (3), the objects contributing to the n(z)

for a tomographic bin have been weighted by the factor WiSi.

We show the measured two-point correlation function ⇠±
for each shape catalog in Figs. 3 – 5. Scales not used to
constrain cosmological parameters are shaded in Fig. 4 & 5.
This is the first measurement to correct, through the metacal-
ibration process, the shear selection effects RS , e.g., due to
photo-z binning in the data. This effect can be only roughly
approximated in traditional image simulation calibrations by
assigning redshifts based on the original redshift measurement
of the input objects, which is not the same as the redshift mea-
surement used in the data and not even necessarily correlated
with magnitude or color in a natural way in the simulation15.
The measured selection effects RS vary from �0.6% to 2.5%
of the shear response correction Rg in the four tomographic
bins, with an absolute magnitude of up to 0.014, which is a
significant level of bias if it were uncorrected – larger than the
Gaussian prior width on the multiplicative bias of 0.013 for
the METACALIBRATION catalog. We can estimate its effect
by comparing to the selection bias correction with no tomo-
graphic binning, which is 0.011. Thus, the inclusion of the
selection bias correction calculated from the four runs of BPZ
on the sheared photometry from METACALIBRATION is likely
a significant contribution to the corrected selection bias, and
the additional computational resources and complexity intro-
duced are warranted.

15 We preserve the original COSMOS magnitudes of objects in the simula-
tions used to calibrate IM3SHAPE, so the assigned redshifts do correspond
to the flux and morphology of the simulated image.
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⇠± for the DES Y1 shape catalogs.

V. COVARIANCE MATRIX

The calculation of the covariance matrix of ⇠± and tests to
validate its quality can be found in [58]. A large part of our
covariance is caused by the shape-noise and Gaussian compo-
nents of the covariance, i.e., covariance terms that involve at
most two-point statistics of the cosmic shear fields. To guar-
antee that our covariance model captures these error contribu-
tions correctly, the Gaussian parts of the model are compared
to a sample covariance from 1200 Gaussian random realiza-
tions of the shear fields in our tomographic bins. The un-
certainties on cosmological parameters projected from each
of these covariances agree very well [58]. The non-Gaussian
parts of our covariance, i.e., the parts involving higher order
correlations of the shear field, are modeled in a halo model
framework [90]. To measure the influence of realistic survey
geometry on the covariance matrices, covariance matrices de-
termined in three different ways are compared: 1) the full halo
model covariance, 2) a sample covariance from 1200 lognor-
mal realizations (see Sec. III C) of the convergence field in
our tomographic bins that assumes a circular survey footprint,
and 3) a sample covariance from 1200 lognormal realizations
using our actual DES Y1 footprint. The parameter uncertain-
ties derived from each of these matrices agree very well [58],
indicating that masking and footprint shape have a negligible
impact in the DES Y1 analysis.

We show the full halo model correlation matrix for ⇠± as the
lower triangle in Fig. 6. The upper triangle is the difference
of the full halo model correlation matrix and the correlation
matrix resulting from the 1200 lognormal realizations masked
by the DES Y1 footprint. Following the suggestion of an iter-
ative approach to dealing with the cosmological dependence
of covariance matrices proposed by [91], an initial covariance
matrix was calculated using an arbitrary cosmology, but the fi-
nal covariance matrix used in this work was recalculated with
the best-fit cosmology of the initial fiducial result from [51].
We found no significant change in our inferred cosmology due
to this covariance change.

DES-SV	

Cosmic	shear	

Troxel	et	al.	
(2017)	

Euclid	(2021)	
1%	accuracy	



Neutrinos	&	structure	forma7on	

P(k, z) = δm (k, z)
2

δm =
δρm
ρm

k2

a2
φ = −4πG(δρm ) δρν << δρcdm( )

H 2 =
8πG
3

ργ + ρb + ρcdm + ρν + ρΛ( )

δcdm ∝ a

δcdm ∝ a
1−3/5 fν

only	cold	dark	maner	

in	the	presence	of	ν	
cdm+hdm=mdm	

P(k)ΛMDM

P(k)ΛCDM
≈1−8 fν

���� ��� �

���

���

���

���

���� ��� �

� [����-�]
�
/�

Λ��
�

� = �

��
���

�ν = ��� ��
�ν = ���� ��

/

Figure 1. Linear theory results in massive neutrino cosmologies. Left panel: Ratio of the total matter power
spectrum to the CDM power spectrum at redshifts z = 0 (continuous curves) and z = 2 (dashed curves) for
two di↵erent values of the sum of neutrino masses, ⌃m⌫= 0.3 eV in red and ⌃m⌫= 0.53 eV in green. Dotted
lines denote the asymptotic value at small scales of (1� f⌫)

2. Right panel: ratio at z = 0 of the total matter
power spectrum (continuous curves) and CDM power spectrum (dashed curves) for the same two cosmologies
to the ⇤CDM prediction.

while from Eq. (2.8) and Eq. (2.5), it follows that the suppression for the CDM power spectrum, Pcc,
is given by a factor ⇠ (1� 6f⌫). The di↵erence in the suppression between the two power spectra is
shown in the right panel of Figure 1.

3 Simulations

The DEMNUni simulations have been conceived for the testing of di↵erent probes, including galaxy
surveys, CMB lensing, and their cross-correlations, in the presence of massive neutrinos. To this
aim, this set of simulations is characterised by a volume big enough to include the very large-scale
perturbation modes, and, at the same time, by a good mass resolution to investigate small-scales
nonlinearity and neutrino free streaming. Moreover, for the accurate reconstruction of the light-cone
back to the starting redshift of the simulations, it has been used an output-time spacing small enough
that possible systematic errors, due to the interpolation between neighbouring redshifts along the line
of sight, result to be negligible.

The simulations have been performed using the tree particle mesh-smoothed particle hydrody-
namics (TreePM-SPH) code gadget-3, an improved version of the code described in [37], specifically
modified in [38] to account for the presence of massive neutrinos. This version of gadget-3 follows
the evolution of CDM and neutrino particles, treating them as two distinct sets of collisionless parti-
cles. For the specific case of the DEMNUni simulations, a gadget-3 version, modified for OpenMP
parallelism and for memory e�ciency, has been used to smoothly run on the BG/Q Fermi cluster.

Given the relatively high velocity dispersion, neutrinos have a characteristic clustering scale larger
than the CDM one. This allows to save computational time by neglecting the calculation of the short-
range tree-force induced by the neutrino component. This results in a di↵erent scale resolution for the
two components, which for neutrinos is fixed by the PM grid (chosen with a number of cells eight times
larger than the number of particles), while for CDM particles is larger and given by the tree-force (for
more details see [38] ). This choice does not a↵ect the scales we are interested in; in fact, the tree-force
acts below the PM-grid scale, which, for the DEMNUni simulations is ⇠ 0.5h/Mpc (PMGRID=4096
and Lbox = 2h�1 Gpc), and, as discussed also in [39], this corresponds to wavenumbers which are at
least two orders of magnitude smaller than the zero-redshift free-streaming lengths for the neutrino
masses considered in our runs. This means that for z > 0, neutrino overdensities are completely
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Figure 4. The e↵ect of massive neutrinos on the matter power spectrum for a neutrino mass of M⌫ = 0.3 eV. Solid lines show the
ratio between simulations with and without massive neutrinos, for both L30 (red), with a 512Mpc h�1 box and S30 (orange), with a
150Mpch�1 box. Initial redshift was 49. The blue dashed line shows the estimated ratio using HALOFIT , while the black dashed line
shows the prediction from linear theory.

HALOFIT clearly over-predicts the suppression of the
matter power spectrum due to massive neutrinos in the non-
linear regime. The cause is similar to that discussed in Sec-
tion 3.1; HALOFIT includes massive neutrinos only through
the linear theory neutrinos suppression on the non-linear
scale, and thus neglects any back-reaction from the dark
matter. This interpretation is supported by the good agree-
ment of HALOFITwith the Fourier-space simulations.

The largest discrepancy, around 10% of the total sup-
pression, occurs at k ⇠ 1hMpc�1. The location of the maxi-
mal suppression in the numerical simulation moves to larger
scales at lower redshifts, an e↵ect which is again not cap-
tured by HALOFIT , although it was present to some extent
in our Fourier-space simulations. Furthermore, the ampli-
tude of the suppression decreases with redshift, which is to
be expected from our discussion in 3.1; as non-linear growth
occurs in the dark matter more neutrinos fall into the grav-
ity wells. A cross-over redshift occurs at z = 1; on very
small scales the suppression here is equal to that of linear
theory, while at lower redshifts it is less. Note also that in
the quasilinear regime, 0.05 < k < 0.2hMpc�1, the simula-
tions clearly agree much better with HALOFIT rather than
linear theory The dependence of our results on M⌫ is well
described by a linear relation, with the maximal suppression

for a given redshift being proportional to f⌫ , although the
redshift dependence is more complicated.

HALOFIT over-predicts the e↵ect of neutrinos on the
smallest scales. This is not due to neutrino physics, but is
a discrepancy induced because, as found by Hilbert et al.
(2009), HALOFIT under-predicts the growth of non-linear
power for k > 2hMpc�1 in a ⇤CDM universe by up to a fac-
tor of two. We corrected this by re-fitting the HALOFIT pa-
rameter that controls the small-scale power using our ⇤CDM
simulations, after which we could reproduce the asymptotic
neutrino e↵ect. We detail our modifications in Appendix A.
Note that HALOFIT also has reduced accuracy at z = 3�4,
with errors of 15� 20%, compared to 5� 10% at z = 0� 2.
Because of this, it fails to accurately predict the location of
the peak non-linear suppression at z > 2. We did not correct
this e↵ect, as our attempts were found to negatively impact
accuracy at lower redshifts.

We have also performed some simulations varying the
cosmological parameters from our fiducial values, as de-
scribed in Section 2.3. The results of these simulations were
similar to those for our fiducial cosmology, and agree with
the results discussed in Viel et al. (2010). The dependence of
the non-linear suppression on cosmology is largely captured
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Figure 1. Linear theory results in massive neutrino cosmologies. Left panel: Ratio of the total matter power
spectrum to the CDM power spectrum at redshifts z = 0 (continuous curves) and z = 2 (dashed curves) for
two di↵erent values of the sum of neutrino masses, ⌃m⌫= 0.3 eV in red and ⌃m⌫= 0.53 eV in green. Dotted
lines denote the asymptotic value at small scales of (1� f⌫)

2. Right panel: ratio at z = 0 of the total matter
power spectrum (continuous curves) and CDM power spectrum (dashed curves) for the same two cosmologies
to the ⇤CDM prediction.

while from Eq. (2.8) and Eq. (2.5), it follows that the suppression for the CDM power spectrum, Pcc,
is given by a factor ⇠ (1� 6f⌫). The di↵erence in the suppression between the two power spectra is
shown in the right panel of Figure 1.

3 Simulations

The DEMNUni simulations have been conceived for the testing of di↵erent probes, including galaxy
surveys, CMB lensing, and their cross-correlations, in the presence of massive neutrinos. To this
aim, this set of simulations is characterised by a volume big enough to include the very large-scale
perturbation modes, and, at the same time, by a good mass resolution to investigate small-scales
nonlinearity and neutrino free streaming. Moreover, for the accurate reconstruction of the light-cone
back to the starting redshift of the simulations, it has been used an output-time spacing small enough
that possible systematic errors, due to the interpolation between neighbouring redshifts along the line
of sight, result to be negligible.

The simulations have been performed using the tree particle mesh-smoothed particle hydrody-
namics (TreePM-SPH) code gadget-3, an improved version of the code described in [37], specifically
modified in [38] to account for the presence of massive neutrinos. This version of gadget-3 follows
the evolution of CDM and neutrino particles, treating them as two distinct sets of collisionless parti-
cles. For the specific case of the DEMNUni simulations, a gadget-3 version, modified for OpenMP
parallelism and for memory e�ciency, has been used to smoothly run on the BG/Q Fermi cluster.

Given the relatively high velocity dispersion, neutrinos have a characteristic clustering scale larger
than the CDM one. This allows to save computational time by neglecting the calculation of the short-
range tree-force induced by the neutrino component. This results in a di↵erent scale resolution for the
two components, which for neutrinos is fixed by the PM grid (chosen with a number of cells eight times
larger than the number of particles), while for CDM particles is larger and given by the tree-force (for
more details see [38] ). This choice does not a↵ect the scales we are interested in; in fact, the tree-force
acts below the PM-grid scale, which, for the DEMNUni simulations is ⇠ 0.5h/Mpc (PMGRID=4096
and Lbox = 2h�1 Gpc), and, as discussed also in [39], this corresponds to wavenumbers which are at
least two orders of magnitude smaller than the zero-redshift free-streaming lengths for the neutrino
masses considered in our runs. This means that for z > 0, neutrino overdensities are completely
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Figure 4. The e↵ect of massive neutrinos on the matter power spectrum for a neutrino mass of M⌫ = 0.3 eV. Solid lines show the
ratio between simulations with and without massive neutrinos, for both L30 (red), with a 512Mpc h�1 box and S30 (orange), with a
150Mpch�1 box. Initial redshift was 49. The blue dashed line shows the estimated ratio using HALOFIT , while the black dashed line
shows the prediction from linear theory.

HALOFIT clearly over-predicts the suppression of the
matter power spectrum due to massive neutrinos in the non-
linear regime. The cause is similar to that discussed in Sec-
tion 3.1; HALOFIT includes massive neutrinos only through
the linear theory neutrinos suppression on the non-linear
scale, and thus neglects any back-reaction from the dark
matter. This interpretation is supported by the good agree-
ment of HALOFITwith the Fourier-space simulations.

The largest discrepancy, around 10% of the total sup-
pression, occurs at k ⇠ 1hMpc�1. The location of the maxi-
mal suppression in the numerical simulation moves to larger
scales at lower redshifts, an e↵ect which is again not cap-
tured by HALOFIT , although it was present to some extent
in our Fourier-space simulations. Furthermore, the ampli-
tude of the suppression decreases with redshift, which is to
be expected from our discussion in 3.1; as non-linear growth
occurs in the dark matter more neutrinos fall into the grav-
ity wells. A cross-over redshift occurs at z = 1; on very
small scales the suppression here is equal to that of linear
theory, while at lower redshifts it is less. Note also that in
the quasilinear regime, 0.05 < k < 0.2hMpc�1, the simula-
tions clearly agree much better with HALOFIT rather than
linear theory The dependence of our results on M⌫ is well
described by a linear relation, with the maximal suppression

for a given redshift being proportional to f⌫ , although the
redshift dependence is more complicated.

HALOFIT over-predicts the e↵ect of neutrinos on the
smallest scales. This is not due to neutrino physics, but is
a discrepancy induced because, as found by Hilbert et al.
(2009), HALOFIT under-predicts the growth of non-linear
power for k > 2hMpc�1 in a ⇤CDM universe by up to a fac-
tor of two. We corrected this by re-fitting the HALOFIT pa-
rameter that controls the small-scale power using our ⇤CDM
simulations, after which we could reproduce the asymptotic
neutrino e↵ect. We detail our modifications in Appendix A.
Note that HALOFIT also has reduced accuracy at z = 3�4,
with errors of 15� 20%, compared to 5� 10% at z = 0� 2.
Because of this, it fails to accurately predict the location of
the peak non-linear suppression at z > 2. We did not correct
this e↵ect, as our attempts were found to negatively impact
accuracy at lower redshifts.

We have also performed some simulations varying the
cosmological parameters from our fiducial values, as de-
scribed in Section 2.3. The results of these simulations were
similar to those for our fiducial cosmology, and agree with
the results discussed in Viel et al. (2010). The dependence of
the non-linear suppression on cosmology is largely captured
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Figure 1. Linear theory results in massive neutrino cosmologies. Left panel: Ratio of the total matter power
spectrum to the CDM power spectrum at redshifts z = 0 (continuous curves) and z = 2 (dashed curves) for
two di↵erent values of the sum of neutrino masses, ⌃m⌫= 0.3 eV in red and ⌃m⌫= 0.53 eV in green. Dotted
lines denote the asymptotic value at small scales of (1� f⌫)

2. Right panel: ratio at z = 0 of the total matter
power spectrum (continuous curves) and CDM power spectrum (dashed curves) for the same two cosmologies
to the ⇤CDM prediction.

while from Eq. (2.8) and Eq. (2.5), it follows that the suppression for the CDM power spectrum, Pcc,
is given by a factor ⇠ (1� 6f⌫). The di↵erence in the suppression between the two power spectra is
shown in the right panel of Figure 1.

3 Simulations
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nonlinearity and neutrino free streaming. Moreover, for the accurate reconstruction of the light-cone
back to the starting redshift of the simulations, it has been used an output-time spacing small enough
that possible systematic errors, due to the interpolation between neighbouring redshifts along the line
of sight, result to be negligible.

The simulations have been performed using the tree particle mesh-smoothed particle hydrody-
namics (TreePM-SPH) code gadget-3, an improved version of the code described in [37], specifically
modified in [38] to account for the presence of massive neutrinos. This version of gadget-3 follows
the evolution of CDM and neutrino particles, treating them as two distinct sets of collisionless parti-
cles. For the specific case of the DEMNUni simulations, a gadget-3 version, modified for OpenMP
parallelism and for memory e�ciency, has been used to smoothly run on the BG/Q Fermi cluster.

Given the relatively high velocity dispersion, neutrinos have a characteristic clustering scale larger
than the CDM one. This allows to save computational time by neglecting the calculation of the short-
range tree-force induced by the neutrino component. This results in a di↵erent scale resolution for the
two components, which for neutrinos is fixed by the PM grid (chosen with a number of cells eight times
larger than the number of particles), while for CDM particles is larger and given by the tree-force (for
more details see [38] ). This choice does not a↵ect the scales we are interested in; in fact, the tree-force
acts below the PM-grid scale, which, for the DEMNUni simulations is ⇠ 0.5h/Mpc (PMGRID=4096
and Lbox = 2h�1 Gpc), and, as discussed also in [39], this corresponds to wavenumbers which are at
least two orders of magnitude smaller than the zero-redshift free-streaming lengths for the neutrino
masses considered in our runs. This means that for z > 0, neutrino overdensities are completely
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FIG. 6: The shift in the Eulerian (left column) and Lagrangian (right column) biases relative to the values of the bias
factors at very large scales. Precisely, the plotted quantity is b(k)/b(k = 10−4). The top row is b(M) for M = 1013M⊙

halos and the bottom for shows the shift in the bias for M = 1014M⊙ halos. In all plots the value of Ωm is fixed, but
Ωc and Ων vary. The neutrino free streaming scale for each hierarchy, Eq. (16), is shown by the vertical dotted lines
of the same color. In both panels the order of the legend matches the order of the curves.

the scale-dependent bias is reduced when they consider the bias with respect to the CDM fluctuations only
bc(k) ≡ Pnc/Pcc. For the bias defined with respect to the CDM only, we predict bc(k) = 1+bLagrangian(k|mν).
This bias factor is still scale-dependent but the magnitude of the scale-dependent feature is considerably
smaller than in b(k) = Pnm(k)/Pmm(k) ≈ bc(k)Pcm(k)/Pmm(k). Finally, the scale-dependent halo bias
predicted here increases on scales smaller than the neutrino free-streaming length. This means that the
suppression in the galaxy power spectrum on scales below kfs is reduced, diminishing the sensitivity of the
galaxy power spectrum to Ων (see Fig. 8). We leave the examination of precisely how this effect alters the
constraints on neutrino mass from galaxy surveys to further study.
Finally, the existence of a scale-dependent bias feature offers the opportunity for a new method for con-

straining neutrino mass through the measurement of the location and/or amplitude of the neutrino feature
in the bias. We explore possibility of constraining neutrino mass from the scale-dependent halo bias in a
separate paper [43].

δg ≈ bδm

δm =
δρc +δρν
ρc + ρν

= fcδc + fνδν

Castorina	et	al.,	JCAP	(2015)	LoVerde,	PRD	(2014)	
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Figure 1. Halo mass function for the three models of set A at redshift z = 0 (left panels) and z = 1 (right
panels). Top panels show the quantity M2 n(M) as a function of mass, together with the predictions of the
MICE fitting formula [12] using � = �mm (dotted curves) and � = �cc (dashed curves). Black, blue and red
data points correspond respectively to the m⌫ = 0, 0.3 and 0.6 eV results. Lower panels show the residuals of
measurements with respect to the MICE formula with � = �cc. Here, as in the following figures, all symbols
show the mean over the eight realizations while the error bars show the uncertainty on this mean.

where the parameters A(z), a(z), b(z) and c(z) depend on redshift (we use the values from [12]).
For the cosmologies with massive neutrinos, we do this in two ways, by setting � = �

mm

(dotted
curves) or �

cc

(dashed curves)1. I.e., the dotted and dashed curves represent the assumptions that the
relevant sigma is the rms fluctuation in total density field or the CDM component respectively. For
the m

⌫

= 0 eV case, where P

cc

⌘ P

mm

, we only show a dashed curve. The lower panels of Figure 1
show the residuals with respect to the �

cc

-based curve, separately for the three cosmologies of Set A,

1
To partially remove finite-volume e↵ects, we set the lower cut-o↵ in the integral of eq. (2.13) to the fundamental

frequency of the box, kF = 2⇡/(1, 000h�1
Mpc). Another possible correction for the finite size of the simulation box

could be to measure the linear power spectrum from the box itself once the initial displacements were generated instead

of using Boltzmann codes (see, e.g. [46, 47]). This method has the advantage of removing cosmic variance and volume

e↵ects, but it gives a di↵erent �-M relation for each box that one has then to average over. For practical reasons we

assume the linear power spectra to be given by the CAMB predictions for each model and we always assume the mass-scale

relation as in eq. (2.16).
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Conclusions	
•  Cosmology	is	a	powerful	tool	to	constrain	neutrino	
physics,	but	the	results	have	to	be	taken	with	a	grain	
of	salt	(model	&	systema7cs-non	linear	scales)	

•  Future	galaxy	(and	hydrogen)	surveys	will	be	able	to	
pin	down	the	neutrino	mass	sum	in	the	minimal	
extension	of	the	ΛCDM	and	having	systema7cs	
under	control.		

•  Take-home	message:	data	tension	è	model	
extension!		
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Figure 3. Halo profiles from N -body simulations for a model without massive
neutrinos, with isolated halos (solid) and all halos (dot-dashed). The halo masses
are 1012, 1013, 1014 and 1015 M⊙. The profiles for the lowest 3 halo masses are taken
from the 256 h−1Mpc box and the profile for the most massive halo is taken from the
1024 h−1Mpc box. NFW profiles are also shown (dotted), and the halo mass dependent
virial radii are indicated by the ’+’ signs.

particular distances from the halo centers, or due to the fact that we only select isolated

halos, which are more likely to be found in low density regions.

From the pure ΛCDM N -body simulations presented in Fig. 3 it can be seen
that our matter halos are perfectly fitted by a NFW profile over the mass range

Mvir = 1012 − 1014M⊙ until 20 h−1 kpc from the halo centers. Here our N -body results

begin to lack particle resolution. The profile for the larger halo mass is taken from a

1024 h−1Mpc box with the same number of particles, and this halo is therefore only

resolved until ∼ 100 h−1kpc. Note that our dominant background NFW profiles in

the N -body simulation are valid down to scales significantly smaller than the scales at
which we present neutrino density profiles. Therefore, our neutrino density profiles are

not affected by insufficient CDM N -body particle resolution.

Since the CDM component is much more clustered than its neutrino counterpart,

the flat profile from the host halo is only dominant relative to the contribution from

the halo itself on scales beyond the virial radius (see Fig. 3). From this figure it can

also be readily understood why the neutrino density profiles differ when only low mass
isolated halos are considered: The underlying CDM gravitational source term is roughly

flat beyond the virial radius, and within the virial radius the neutrinos free-stream out

of the small mass halos, in sum producing a roughly flat neutrino density profile also

Brandbyge	et	al.,	JCAP	(2010)	
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Figure 7. Absolute (top) and relative (middle) halo mass functions for 5 different
neutrino cosmologies. The halo mass functions have been splined and smoothed
together to obtain sufficient accuracy in the halo mass range 1012 to 1015 M⊙. Bottom:
Relative change in our halo mass function for different (exotic) cosmologies.
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