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Abstract

The focus of this thesis is on thermodynamic calculations in nuclear matter in general and the examina-
tion of inhomogeneous phases in particular. To describe nuclear matter we use the so called the Walecka
model, which describes nuclear forces by the exchange of two mesons. We draw a phase diagram of
nuclear matter and derive different thermodynamic observables. We also explain the existence of the
first order phase transition by the behavior of the thermodynamic potential. We allow spatially depen-
dent masses and find inhomogeneous phases for the case without vector interaction. We end with a
qualitative discussion of the inhomogeneous phase diagram with vector interaction.
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1 Introduction

The first ideas of nuclear physics came up in the beginning of the 20th century. The first scattering
experiments with a particles by Ernest Rutherford 1909 showed that atoms consist of a nucleus and
an electron cloud around it. From thereon the grasp for nuclei evolved and led to the discovery of
the neutron in 1932. In 1935 Bethe and Weizsédcker developed their semi-empiric mass formula, which
allows to calculate the mass of a nucleus by the knowledge of its constituents, the protons and neutrons.
This led to the development of the liquid drop model by Niels Bohr in 1936. It describes nuclei as a fluid
of nucleons, which interact by a strong nuclear force.

In this thesis we want to concentrate on nuclear matter, which means we consider only symmetric matter
(N=Z), neglect the Coulomb repulsion between protons and inspect very large volume and particle
numbers, so the surface effects are small and don’t have to be considered.

To describe highly condensed nuclear matter we use the Walecka model, that was developed by J. D.
Walecka in 1973. It was one of the first relativistic approaches to the problem and can therefore describe
some properties of nuclear matter that were not reproducible with non-relativistic models. The model
uses baryon fields to describe the nucleons and two neutral isospin scalar mesons, a spin scalar o meson
and a spin vector w meson, to transmit nuclear forces.

Inhomogeneous phases have been investigated in the NJL. model extensively, see for example [Nic09]
and [CNB10]. The Walecka model is quite similar to the NJL model, so our aim is it to investigate the
phase diagram for inhomogeneous phases in the Walecka model.




2 The Walecka Model

The Walecka model, or o — w model is a relativistic mean-field theory to describe highly condensed nu-
clear matter. It was introduced by J.D. Walecka in 1973 [Wal74]. Our aim is to derive thermodynamical
observables to calculate properties of nuclear matter as a many body system. This is done by introducing
a mean field approximation for the meson fields, which act as exchange particles for the nuclear forces.
Then we derive the grand canonical partition function which is needed to calculate the grand canonical
potential, from which all other observables can be derived.

The Walecka model uses two mesons as exchange particles, the scalar o meson and the vector w me-
son. The coupling constants g, and g, are unknown and have to be determined by known properties
of nuclei. Another problem is that the mass of the o-meson cannot be determined very precisely, the
literature only gives ranges m, = 400 — 1200 MeV [N*10].

The Lagrangian density is given by

_ 1 1 1
Ly = [iyu(a“ +ig, ") —(my— gaa)] Y+ 5(3“08“0 — miaz) — waw‘“’ + Emiwuw“. 2.1

This describes four particles, the two nucleons (v), the scalar meson (o) and the vector meson (w),
with the following properties

Particle | Mass /MeV | Spin | Isospin
p 938.272 1/2 1/2
n 939.566 1/2 1/2
o 400-1200 0 0
w 782.65 1 0

[N*10]

In this thesis we concentrate on isospin symmetric matter with my, = (m,, + mp) /2 ~ 939MeV.

The first part in (2.1) describes the free nucleon and the nucleon-meson interaction, the second part is
the free o-meson and the third part is the free w-meson.

From the Lagrange density we get the following coupled Euler-Lagrange equations for the nucleons, the
o meson and the w meson

[17,(0" = 8, @"(x)) = (Mg — g, (x))] P (x) = 0, (2.2)
(O+m?)o(x)= 2P (x), (2.3)
O+ m?)w,(x) - 8,0"w,(x) = g ()7 P (). (2.4)

To simplify the problem described above, we introduce a mean-field approximation. The meson fields
and the nuclear currents are replaced by their mean values, which are spatially and time independent.
We also split (2.4) into the time and the spatial parts of the four component vector. The Euler Lagrange
equations (2.3) and (2.4) transform to

m2o =g, (Y1), (2.5)
m wo = g, (YP), (2.6)
m% o = g, (Y1) = 0. 2.7)




The expectation value <EY}<¢> in equation (2.7) equals zero due to rotational invariance. Now these
average values can be plugged into equation (2.1) to obtain the mean-field Lagrangian

Lrir =P [ima“ ~Yo (i—i)z (i) - (mo - (i—")z (WO)] Y

(o}
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In the further parts we express the coupling constants as Gs = (i—") and Gy = 3 (Ti—”) .
We want to introduce the grand canonical partition function

Z =Tre 119, (2.9)

It is one of the most important quantities in statistical physics, as all thermodynamic observables can be
derived from it. Here H is the Hamiltonian, N is the particle number operator and u is the chemical
potential. This leads to the grand canonical potential

T
Q=-—In(2). (2.10)

To evaluate equations (2.9) and (2.10) we have to calculate the function

YT
exp (IJ drj d*%(&L +,LM/)TI/J)) (2.11)
0 %

with the imaginary time formalism, described in detail in [Kap05]. This allows us to define a combined
Lagrangian

L =Ly +up . (2.12)

We introduce the substitutions
M =my—2-Gs (Y3), (2.13)
f=p-2Gy(y'y), (2.14)

which correspond to a shifted mass and a shifted chemical potential. We can rewrite the combined
Lagrangian

L= [i7,0" + 1o~ M] 9 — G ($)” + Gy (). (2.15)

For later discussions it is noteworthy that this Lagrangian looks similar to the mean-field Lagrangian of
the Nambu-Jona-Lasino model (NJL).[Sch07]

The first part in equation (2.15) equals a free Lagrangian for a particle with mass M and chemical
potential [i. For this case the thermodynamic potential is well known [KapO5] and can be expressed as

2 [ E - E+
wp == — dkk?- |:T-ln (1+exp (—Tu)) +T-In (1+exp (—Tu))} , (2.16)

0




with the energy E = 4/ k?+ M2. Here the assumption is already made that the integral is spherical
symmetric in momentum space, so it reduces to a one dimensional integral over k = |k|. The latter part
transforms with equations (2.13) and (2.14) to

— M — 2
Gs (¢¢>2=—( 4GT:°) : 2.17)
=32
Gy (Yip)’ = —(“4G5) : (2.18)

These equations are independent of space and time and the nucleon fields and therefore equation (2.10)
is easy to evaluate for them. We are now able to formulate the thermodynamic potential for the Walecka
model, from which all other thermodynamic observables can be derived. The full thermodynamic poten-
tial is given by

(M — mo)z _ (o — .U)z

Q(T,u; M, i) = wp(T, u; M, i) +
(T,u; M, i) = wp(T,u; M, i) 1G, 1G,

(2.19)

The shifted mass (M) and the shifted chemical potential ({i) can be calculated via the following equations

o0 on

—— —0. —=0 2.20
o> Y (2.20)

as they are auxiliary variables and must not change the potential. This results in the gap equations

4GS *© kZ ° M

M =my— —; dk [n_+n.], (2.21)
s

0

4G, [
f=p—-—- | dkk®[n_—-n,], (2.22)

T Jo
with the occupation numbers
1

ny (2.23)

1+ exp(—%ﬂ)’

that describe a Fermi-Dirac distribution.

Now we are able to derive all thermodynamic properties of nuclear matter we are interested in, like the
energy density € = Q(T, u; M, i) — Q(T,0; M,0) + u - p or the baryon density p = —2—2

2.1 Limitsfor T — 0

For the next part of the discussion we will need the zero temperature limits, which can be derived from
(2.19)

(M — mg)? B (u—@)?

Q(T =0, u; M, i) = wp(T =0, u; i, M) + 2.24
( s M, 0) = wp( s i, M) T G, (2.24)
The free thermodynamic potential transforms to
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Here the Fermi momentum is k; = 1/ 2 — M2 0(fi2 — M?).
The shifted mass and chemical potential can be derived by taking the limit of (2.21) and (2.22) or by
the conditions S—E(T =0,u;M, i) =0 and Z—Z(T =0,u;M, i) =0 and read

4G
M=my,— — | dkk?- —G(kF—k) (2.26)
TC

G

From the thermodynamic potential we can derive other thermodynamic observables. Of special interest
here are the baryon density p and the energy density €, as they can be used to determine the coupling
constants for known nuclear properties [Bub96]

= (YTyp) =4 Pk Ok, —k) = 2ke (2.28)

N <1'b TP> N (2m)3 7 © 32’ '
e=Q(T =0,u; M, ﬂ)—ﬂ(T—O p=0;M,i=0)+u-p (2.29)

(M- mo)2 (u— u)2 )

= G, dk k%E - 6(ky — k). (2.30)




3 Determination of the Coupling Constants

To calculate the thermodynamic potential we have to determine the coupling constants g, and g, as
well as the exact meson masses m, and m,,. In equation (2.8) we can see, that those values only occur
pairwise, so instead of determining four different values we can restrict ourselves to two parameters

8o 8w
—_—, —. 3.1
. m. (3.1

So we need two conditional equations. These are taken from phenomenological data, like the binding
energy [Gle96]

B/A=16.3MeV, (3.2)

at stable nuclear matter density p, = 0.17fm ™ [Bub96] and zero temperature. It is also well known
that at this particular density the binding energy has to be minimal. This results in two equations for the
two parameters

€
——my|  =-16.3MeV, (3.3)
P pP=po
d ( ¢ ) ~0 (3.4)
dp \PJ |p=p, . '

Here € is the energy density as described in chapter 2. These equations were solved using the Newton
method with the results:

8o 1

— =0.018727——, (3.5)
mg MeV

8o 1

— =0.016219——. (3.6)
m,, MeV

In figure 3.1 we can see, that with the aforementioned coupling constants the two given properties of
nuclear matter are reproduced very well.
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Figure 3.1: Energy density over nucleon density with the calculated coupling constants at different scales
left and right.




4 Homogeneous Phase Diagram

We are now ready to calculate the thermodynamic potential and all other observables.This leads to a
phase diagram for nuclear matter. The effective mass of the nucleons changes with varying chemical
potentials and temperatures. At low chemical potentials the nucleons behave like free particles and
their effective mass is the free nucleon masses. With increasing chemical potential at low temperature
the effective mass is lower because the nucleons get into bound states and are better described in the
liquid drop model. This happens suddenly, this means there is a first order phase transition in nuclear
matter. To determine the phase diagram we take a look at the thermodynamic potential as a function of

Q MeV fm’
\\
Q /MeV fm™

N

0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200

M/Mev M/Mev

Figure 4.1: The thermodynamic potential Q2 over the shifted mass M for different chemical potentials u
at T = 0 (left) and for different T at yu = 922.155 MeV (right)

the effective mass (figure 4.1). The thermodynamic potential has to be minimal, but there are different
extremal solutions. At the phase transition the two minima are in equilibrium, bound and free states
coexist, but at different u or T there is only one minimal solution. Analyzing figure 4.1, we can see that
at lower u and T the free nucleon mass is the minimal solution, but at high u and T the minimum at
lower effective masses is the minimal solution. This results in a sudden drop of the effective mass, as
can be seen in figure 4.3. At high enough temperatures there is no phase transition anymore, only one
continuously shifting minimum. This is what happens in the T = 200 MeV case in figure 4.3. The end
point is also called critical point. Converging to this point the maximum that can be seen in figure 4.1 is
approaching the same energy as the two minima, which results in a small plateau. We can now calculate
the phase diagram (figure 4.2) with the critical point at

pe =910.143MeV, T, = 19.263 MeV. (4.1)

For later discussions it is useful to introduce the phase diagram for nuclear matter without vector
interaction. This has no physical significance, but from the discussion of inhomogeneous phases in
the NJL. model [CNB10] we expect the end point of the inhomogeneous phases, for the case with and
without vector interaction, to be at the same temperature as the critical point of the homogeneous phase
transition without vector interaction. In figure 4.2 we can see, that there is no end point in the phase
diagram, even at u = O there is a clear transition. It shows the expected behavior that the transition
line is much longer and the starting point at T = O is shifted to lower chemical potentials. The grand
canonical potential looks similar to figure 4.1 and the method to determine the phase transition is the
same.
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Figure 4.2: Phase transition in nuclear matter with full vector coupling (left) and no vector coupling

(right)
1000 :
T-10 MeV
— T=100 MeV
900 T-150 MeV i
\ T=200 MeV
800
700
600
>
[}
S 500
s
400
300
200 \\
100 :
——
0 i
0 100 200 300 400 500 600 700 800 900 1000

wMev
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5 Inhomogeneous Phase

In the discussions above we considered mean fields as an approximation for the mesonic fields. Those
mean values were space and time independent. One possible generalization would be to allow spatially
varying fields. In order to do this we take the NJL type Lagrangian for the Walecka model

2L = E(i}f“@u —mg)y + Gg (E‘/J)z — Gy (EY“U«')Z . (5.1)

We then replace the fields by spatially dependent arbitrary functions and neglect quadratic
contributions[CNB10]

(¥)” = =S(x)* + 25()P), (5.2)
($rtap)” = —n(x) + 2n(x )y (5.3)
Again we define a shifted mass and chemical potential in the following way
M(x) =my— 2GgS(x), (5.4
0= u—2Gyn(x). (5.5)

We approximate the nucleon density n(x) by its spatial average
n(x) — (n(x))=n. (5.6)

In the case for a constant density the solution for the mass is similar to the results from the 1+1 di-
mensional Gross-Neveu-Model [STUO6] and is an oscillating function. The exact derivation of the grand
canonical potential and the different equations would exceed the frame of this thesis and can be found
in [NicO9] and [CNB10]. The results are given in the section below.

5.1 Grand Canonical Potential

We start from the mass, as it is the most important change of the model in this section

cn(blv)dn(blv))

sn(b|v) 5.7)

M(z)=A (vsn(blv)sn(AzW)sn(Az +blv)+

The effective mass is an oscillating function dependent om a one dimensional space parameter z and
three auxiliary parameters A, v and b in terms of which the grand canonical potential has to be mini-
mized. sn(ulk), cn(u|k) and dn(u|k) represent the Jacobi elliptic functions. The grand canonical potential
now looks like this

00 L _ 2 ~ N2
Q:—Z-J dEp(E)fmedium(\/E2+5A2)+%J dz ('M(z) mol” _ (# =) ) (5.8)
0 0

4Gg 4Gy

with the density of states p(E), the shifted mass M(z) and chemical potential i, the period of the
oscillation L = 2K(v)/A and

fmedium(X) =T - {ln (1 + exp (—X;T'a)) +1In (1 + exp (—#))] ) (5.9

1




We have also introduced the substitution 6 = 1/sn?(b|v) — 1. The density of states reads

EA o E o
p(E) =— (e(ﬁA —E) [E(Glf/) + (% - 1) F(GIY/)}
E
+6(E - V7A)O(A — E) [E(f/) + (% - 1) Kw)] (5.10)
) E(v) (B2 = AY)(E2 —7A2)
+ Q(E - A) [E(GlV) + (m - 1) F(QlV) + (EA) :| ) s

where K(k) and E(k) denote the complete elliptic integrals of first and second kind, F(¢|k) and
E(¢|k) the incomplete elliptic integrals of first and second kind and ¥ = 1 — v, 6 = arcsin(A/E),
6 = arcsin(E/(VV A)).

The effective chemical potential in equation (5.5) is a self consistent function depending on the nuclear
density i1, which is given in terms of the density of states p(E)

= 2[ dE p(E) (n+(\/E2 4 6AY) —n_(VE2+ 5A2)) , (5.11)
0

and the occupation numbers

1

XFi *

1+eT

ny(x)= (5.12)

The grand canonical potential has now to be minimized in terms of the parameters A, v and b. The
order parameter in this theory is M, so to see a phase transition from homogeneous to inhomogeneous
phases we have to look at the linear and quadratic expectation values

L
(M(2)) = %J dz M(z), (5.13)
0
L

<M(z)2> = %J dz (M(2))?. (5.14)

0

This can be done by direct integration of equation (5.7) or via the following relations

cen(b|v)dn(b|v)
(M(2))=A- [Z(blv) + :| , (5.15)
sn(b|v)
<M(Z)2> :Az' [m-i—l—v—z%} N (516)

where Z(b|v) denotes the Jacobi Zeta function in terms of the Jacobi Amplitude of b and v. If the
square root of the quadratic expectation value and the linear expectation value differ, we are in an
inhomogeneous phase.

5.1.1 Limits

It is important for numerical calculations as well as for a better grasp of the theory to know the limits in
v for the aforementioned equations, because they represent the transition to homogeneous phases. To
see the behavior of the elliptic functions we plotted the mass in the limits v — 0 and v — 1 for arbitrary
values of A and b in figure 5.1. The mass limits are the following

12
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Figure 5.1: The effective mass M(z) over gz for different values of v with A=10and b =1

%iir(l)M(z) = A-cot(b), (5.17)
lirr% M(z)= A- [coth(b) + tanh(A -z) —tanh(A -z + b)]. (5.18)

We can see that for very low v the mass is a constant in space and shows no oscillation. With increasing
v the mass starts oscillating with a period %(V) until in the v = 1 case it transforms to a hyperbolic
tangent, which means small changes at low distance, but it is asymptotically constant.

We also calculate the limits for the expectation values of the mass:

lim (M) = %, (5.19)

Jim (M) = tanﬁ(b)’ (520

limg (M*) = taréib)’ (>-21)
)

lim (M?) = taniw' (5.22)

As mentioned before, the expectation values are an indicator for inhomogeneous phases, and it can easily

be seen that 4/ (M?) = (M) in the limits, so the limits always represent homogeneous phases.
For numerical calculations it is also important to derive the limits for the density of states

EZ
lim p(E) = —» (5.23)
v—0 TT

, E2—A2Z.E
lim p(E) = ~——5——0(E - A). (5.24)

With these relations we are able to do examine the Walecka model for inhomogeneous phases.
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6 Phase Diagram with Inhomogeneous Phases

Now we have the tools to examine inhomogeneous dense nuclear matter. To simplify numerical calcula-
tions we express the the integral over the mass differently than in equation (5.8)

L

1 (" 1
- JO dz|M(z) - mol* = — f dz ((M(2)*) — 2mo (M(2)) +m}) . (6.1)

0

The integrand is now independent of z, so we can neglect the integration and get

L
% f dz|M(z) — mo|* = (M(2)*) — 2mqo (M(2)) + mg. (6.2)
0

The potential is minimized for every T and u in terms of A, v and b by applying the simplex algorithm
of Nelder and Mead integrated in the GSL.
We start the discussion concentrating on the case without vector interaction. One of the indicators for
inhomogeneous phases is that the linear and the square root of the quadratic expectation values differ.
We have seen in section 5.1.1 that the expectation values have to be the same in the limits for v — 0 and
v — 1, so differing expectation values indicate an oscillation of the effective mass.
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Figure 6.1: The expectation values of the effective mass at T = 10 MeV on a large scale (left) and a small
scale close to the transition to inhomogeneous phases (right).

In figure 6.1 we have plotted the linear and the square root of the quadratic expectation value over the
chemical potential. At u = 466 MeV we can see that both expectation values drop and start to differ.

With increasing chemical potential the quadratic expectation value 4/ (M?) is growing very fast, while
the linear expectation value (M) is dropping slowly. In the NJL model the phase becomes homogeneous
again at higher u, this behavior cannot be reproduced in the Walecka model. Even at very high chemical
potentials, like u ~ 7000 MeV, we are still in an inhomogeneous phase. This enables us to draw a phase
diagram with a line where the inhomogeneous phase starts, but there is no end as far as we can tell. We
see that the phase transition for low temperatures starts at a chemical potential roughly 50 MeV lower
than the homogeneous transition and joins the homogeneous transition at higher temperatures. With
the precision of Ay = 1 MeV used in this calculations the point from where both lines are equal is at
u =200 MeV.
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Figure 6.2: Phase diagram of nuclear matter with the transition to inhomogeneous phases (blue line)
and the homogeneous phase transition (red line) without vector coupling.

The effective mass near the phase transition can be seen in figure 6.3. At low chemical potentials it is
a constant in space and equals the free nucleon mass, from the knowledge of the limits discussed in
chapter 5.1.1 this is what we expected for v — 0. For higher chemical potentials u = 500 MeV the mass
starts oscillating in space. We should note here that this is before the homogeneous phase transition
found in chapter 4. Although the effective mass has negative values it can easily be seen that it has a
positive average. With rising u the oscillation has a bigger amplitude and a shorter period. The average
is smaller, the mass has a bigger negative contribution.

Now we are able to understand the difference of the linear and the quadratic expectation values, the
positive and the negative amplitude approach with rising u and therefore the average tends to zero. The
absolute amplitude is increasing, this means the quadratic expectation values increases as well, as there
is no negative contribution.
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Figure 6.3: The effective mass M(z) over z for u = 400 MeV (left), u = 500 MeV (center) and u = 600
MeV (right).
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Now we take a look at the average density shown in figure 6.4. As expected the density equals roughly
zero at low temperatures and low chemical potentials. For very high u the density grows steadily to very
high values. At the inhomogeneous phase transition the density grows very quickly, within the achieved
precision we are not able to tell, whether it is a continuous transition or there is a jump in the density.
Given the similarities between to the density profile found in the NJL model in [CNB10], the average
density is likely to be continuous.
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Figure 6.4: The average density as a function of the chemical potential at T = 10 MeV on a large scale
(left) and a small scale close to the transition to inhomogeneous phases (right)

All discussions above were for the case without vector interaction. The calculations with vector coupling
were much more complicated and required more time. For every step in the minimizer the shifted
chemical potential has to be calculated from the self consistent equation (5.5). The minimization of
the thermodynamic potential was very unstable, we got different results for slightly different starting
values, which made it very difficult to find the global minimum. It was not possible to do the necessary
calculations in the given time for this thesis. All we can do is a qualitative discussion.

We know that the starting point of inhomogeneous phases at T = 0 has to be the same for the case with
and without vector interaction, because the density is zero at this point, which means that u = i there.
For high u we would expect a similar behavior as seen in without vector interaction. The shifted chemical
potential grows slower than the normal chemical potential, so we cannot expect the inhomogeneous
phases to end within the calculated ranges. For the same reason the inhomogeneous phases for higher
temperatures are likely to start at higher u compared to the case without vector interaction. If plotted
over the shifted chemical potential {i the transition line for inhomogeneous phases should look identically
to figure 6.2.
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7 Conclusion and Outlook

We started with the Walecka Lagrangian for nuclear matter. Then we derived the grand canonical po-
tential for finite temperatures in a mean field approximation and its limits for T = 0. We calculated
the coupling constants for the model by adjusting them to known properties of nuclear matter. This
enabled us to draw a phase diagram with the critical point yu, = 910.143MeV, T = 19.263MeV. We
were also able to derive other thermodynamic observables and understood the presence of a first order
phase transition in nuclear matter by examination of the thermodynamic potential. Then we extended
the model by allowing spatially dependent functions instead of mean fields for the mesons. This led to
inhomogeneous phases with oscillating masses. We examined the phase diagram for the case without
vector interaction and found inhomogeneous phases to be present in the Walecka model. We have drawn
a phase diagram for the inhomogeneous phases and analyzed the effective mass and the average density.
Problems occurred when we tried to allow vector interaction, the minimal solutions for the thermody-
namic potential got very unstable, small changes in the starting values led to dramatic changes in the
results. We can only note that in principle it is possible to find inhomogeneous phases in the Walecka
model with full vector couplings, but it demands very time intensive calculations, that would have ex-
ceeded the given time frame of this thesis.

It is also noteworthy, that we started from a NJL type Lagrangian, which looks very similar to the La-
grangian in the Walecka model in mean field approximation, but if we introduce the spatially dependent
functions in the Euler-Lagrange equations, there might be different results.

The Walecka model uses no meson self interactions, but it is possible to get a better description of nu-
clear matter if these self interactions are introduced. For example the compressibility of nuclear matter
is reproduced more accurately with o-meson self interaction.
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