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We investigate pion-pion scattering in two-flavour Nambu—Jona-Lasinio (NJL) models.
Mean-field methods are used to study chiral symmetry and spontaneous breaking thereof.
Mesons are introduced as effective degrees of freedom in the quark-antiquark channel via
the Bethe-Salpeter equation. In this work we include a vector-axial interaction channel
in addition to the usual scalar-pseudoscalar one. The scattering of pions is studied in
the vacuum and for finite temperature. We give a full momentum-dependent description
of pion-pion scattering in vacuum in leading order in 1/N.. We also consider corrections
to the meson propagators beyond leading order in 1/N,.

As an application we study the phase diagram of QCD matter within the NJL model.
Confined QCD matter is described as a gas of pions with their interaction determined
by the NJL matrix elements. With these we calculate the shear viscosity of such a pion
gas in a kinetic theory approach.

Wir studieren Pion-Pion-Streuung im Nambu-Jona-Lasinio-Modell (NJL-Modell). Chi-
rale Symmetrie und ihre spontane Brechung werden mit Hilfe von Molekularfeldmetho-
den untersucht. Mesonen werden als effektive Freiheitsgrade im Quark-Antiquark-Kanal
vermoge der Bethe-Salpeter-Gleichung eingefiihrt. In dieser Arbeit betrachten wir eine
Vektor-Pseudovektor-Wechselwirkung zusétzlich zu der {iblichen Skalar-Pseudoskalar-
Wechselwirkung. Die Streuung von Pionen wird im Vakuum und fiir endliche Tem-
peratur erforscht. Wir entwickeln eine vollstdndig impulsabhéngige Beschreibung von
Pion-Pion-Streuung im Vakuum in fithrender Ordung in 1/N.. Wir betrachten auch
Korrekturen zu den Mesonenpropagatoren, die iiber fithrende Ordnung in 1/N, hinaus-
gehen.

Als Anwendung studieren wir das Phasendiagramm von QCD-Materie im Rahmen des
NJL-Modells. Confinement unterliegende QCD-Materie wird als Pionengas beschrieben
und die Wechselwirkung zwischen den Pionen durch die NJL-Matrixelemente bestimmt.
Mit diesen berechnen wir die Scherviskositét eines solchen Pionengases im Rahmen der
kinetischen Gastheorie.
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Preface to the Extended Version

During the work on my Master’s thesis arose the idea to compile all the detailed deriva-
tions and calculations presented in this work into a guidebook on the NJL model. This
should serve future Bachelor’s and Master’s students as an easy-to-read introduction to
the main features of the NJL model.

After having handed in my thesis I became aware of several minor errors in the text,
mainly small calculation errors that showed up in tables and plots. For reasons of cor-
rectness, I removed these errors in the thesis, which I then dubbed “corrected version”.
Since I did not want to correct those errors in yet another text, I decided not to put
together an a additional document but rather to add additional sections at the end of
this thesis (see Chapter , which I then called “corrected and extended version”. Those
new sections are partly sections that did not make it into the original thesis but are still
interesting to read, and partly texts that were written after completion of the original
thesis.

Sven Moller, April 30, 2013
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1. Introduction

Quantum chromodynamics (QCD) is today widely accepted as the quantum field theory
of strong interaction, i.e. the interaction between quarks and gluons based on their
colour charge [I]. More precisely, QCD is the SU(3) Yang-Mills theory of colour-charged
fermions (the quarks) with the gluons being the massless gauge bosons. In contrast to
quantum electrodynamics (QED), QCD is a non-abelian gauge theory. This results in
the gauge bosons themselves being charged, i.e. they carry colour.

The non-abelian nature of QCD is responsible for many interesting phenomena that
can be contrasted to QED or other abelian gauge theories. Frank Wilczek, David Gross
and David Politzer shared the 2004 Nobel Prize in physics for their prediction of asymp-
totic freedom in 1973 [2, B]. Asymptotic freedom, one of the two most outstanding
phenomenological peculiarities of QCD (the other being confinement), is the property
of quarks and gluons to be weakly interacting in the high-energy regime [4]. As ener-
gies become large (or equivalently distances small) the colour-charged particles become
asymptotically free. For smaller energies however, quarks are very strongly coupled,
which is sometimes dubbed as infrared slavery.

A related phenomenon is (colour) confinement [5]. Confinement describes the absence
of free quarks in nature, stating that colour-charged objects are always clumped together
(confined) to colourless groups of quarks, so-called hadrons. Confinement is caused by
the fact that the force between two quarks which are gradually separated in space does
not become smaller with increasing distance.

Unfortunately, QCD is also computationally much more difficult because of its non-
abelianity. For example confinement has not been proven so far (but is seen in lattice
QCD calculations [6]). In general, QCD becomes difficult to handle in the low-energy
or strong-coupling regime where it cannot be accessed via a perturbational approach.

The QCD Phase Diagram
One of the major challenges remaining related to the study of the strong interaction is
the exploration of the QCD phase diagram [7, 8, 9], i.e. the phase diagram of QCD
matter. The term QCD matter refers collectively to the different states of matter which
has quarks and gluons as elementary degrees of freedom interacting via the strong force.
The thermodynamic variables for the description of QCD matter are often chosen to
be volume V', temperature T" and the quark chemical potential y, which is the chemical
potential related to the conservation of the net quark numbetﬂ This yields (the depen-
dence on V' is trivial) a two-dimensional phase space for QCD matter, the T-u planeE]

! Alternatively, one could speak of baryon number conservation and the related chemical potential pg.
20ne can equally well use p and T as variables (like in [I0]), which yields the usual p-T phase diagrams
most physicists are acquainted with.
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A contemporary sketch of the QCD phase diagram is shown in Figure [I.1]
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Figure 1.1.: Sketch of the present-day understanding of the QCD phase diagram in the
T-p plane. The dashed line indicates a crossover region, solid lines are phase
transitions. Taken from [II] (with minor modifications).

For temperatures close to zero and small to intermediate quark chemical potential
we are in the domain of ordinary matter. At pug ~ 310 MeV there is a gas-to-liquid
phase transition from vacuum to nuclear matter. Ordinary matter is a mixed phase
of droplets of nuclear matter, called nuclei, surrounded by vacuum. For even higher
chemical potential there is a phase transition to a colour-superconducting quark phase
[12, 13, 14].

Another major phase transition is the transition between the confined (or hadronic)
phase and the partonic phase, the quark-gluon plasma (QGP) [15]. For small T and p
quarks are confined to hadrons, i.e. mesons and baryons (mainly pions for p ~ 0). If
one increases the temperature, keeping p fixed at a small value, there is a crossover to
the deconfined phase at around T' ~ 170 MeV [16]. The pions are broken up by thermal
fluctuations and there is a gas of quarks, antiquarks and gluons, hence the name quark-
gluon plasma [17]. For larger chemical potentials some models predict that the crossover
becomes a phase transition.

There is also a transition between the chirally symmetric regime for large T or u
and the phase which exhibits spontaneous chiral symmetry breaking [I8] [19] for small
values of T and p. Most recent calculations on the lattice [16] indicate that this transition
happens for temperatures around 7" ~ 155 MeV (for u = 0). We should keep in mind that
the critical temperature for a crossover is not uniquely defined, but this still suggests that
contrary to previous belief the chiral and the deconfinement crossover are not identical.

In this work we intend to study the properties of QCD matter along the p = 0 axis.
In particular we will study the cross-over from broken to restored chiral symmetry for
increasing temperature (see Chapters [3[ and @
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Theoretical Approach

Because QCD is strongly coupled at chemical potentials (or densities) and temperatures
of greatest physical interest, the phase structure of QCD matter remains mostly conjec-
tural. Obtaining theoretical predictions about the phase diagram of QCD is one of the
most difficult challenges in physics. With time, various techniques have been developed
to perform calculations in QCD (or models resembling QCD in some aspects). Each of
these approaches has a different region of applicability.

Often, one is only interested in a rough qualitative understanding of which phases
might occur. For this, one constructs models which share certain aspects of QCD but
are computationally much simpler. By doing so, one neglects other properties but hopes
that those features of QCD one wishes to study are nonetheless well-reproduced (at least
qualitatively).

The MIT Bag Model [20] is an example of a phenomenological model focusing on
confinement. In the Bag Model weakly interacting quarks (which can be treated pertur-
batively) are confined to a spherical cavity called bag.

For the purposes of this work we will investigate the properties of QCD matter in
Nambu—Jona-Lasinio models (NJL models) (see Chapters [2 and [5), named after the
inventors of the original NJL model, Yoichiro Nambu and Giovanni Jona-Lasinio [21]
22]. NJL models are an important class of models, which focus on the aspect of chiral
symmetry breaking in QCD, but fail to describe confinement. In that sense they can
be viewed as complementary to the MIT Bag Model. The main feature of the NJL
model is that it does not comprise gluons. Instead, the interaction between the fermions
(here quarks) is modelled by a four-fermion interaction. Depending on the nature of
this interaction one obtains different NJL. models or NJL-like models. Comprehensive
reviews of the NJL model applied to QCD are found in [23| 24].

The NJL model is used as a phenomenological model of QCD since it shares some
features of QCD but is in many ways easier to manipulate. In particular, the NJL
model describes chiral symmetry breaking and chiral condensates. This is related to the
fact that the NJL Lagrangian has the same global symmetries as QCD. On the other
hand, due to the lack of gluons and their self-interaction, the NJL model fails to describe
confinement. Another shortcoming of the NJL model is its non-renormalisability in four
spacetime dimensions due to the fact that the interaction between the quarks is point-
like. To analyse the phases of QCD in NJL models, one often resorts to mean-field
methods. In the NJL model, mesons can be described as composite degrees of freedom
in the quark-antiquark channel.

Experimental Approach

To study the physical properties of the quark-gluon plasma and in particular the phase
transition between it and the confined phase, extremely high temperatures of more than
170 MeV (or 2 - 10'2 K) have to be reached. This is accomplished in relativistic heavy-
ion collisions [25]. In these heavy-ion collisions (HIC) two large nuclei (typically lead or
gold nuclei) are accelerated to ultrarelativistic speeds and the particle beams are then
directed towards each other. As a result, some of the nuclei hit, producing an extremely
hot and dense fireball, in which the partons (i.e. quarks and gluons) are effectively free
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and interact through inelastic scattering until thermal equilibrium is reached (if it is
reached at all). This state of matter is then believed to be the quark-gluon plasma.

On the other hand the fireball starts expanding under its own pressure and cools due
to this expansion. Once the temperature drops below a certain value, hadronisation
of the partons sets in. The expansion of the hadronic matter continues and inelastic
reactions between the hadrons occur. Once these inelastic collisions cease, the ‘chemical’
composition of the system is fixed. This is referred to as chemical freeze-out. At even
later times, also elastic interactions cease and the momentum spectrum of the hadrons
is fixed (thermal or kinetic freeze-out). A variety of detectors placed around the collision
point measures the vast amount of different particles created during the collision and in
secondary decays. One then looks for example for signals indicating the formation of a
quark-gluon plasma. (Reviews of accelerator experiments related to the quest for the
quark-gluon plasma are found in [26, 27].)

Elarly universe

LIHC Quari-gluon plsme
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2 250

= SPS

4

5 200

é Chemical freeze-out

310 wes

= Beconfinement &

100 '~ :
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Thermal freeze-out

riziedran <azs e L}
Rl gus Nuclei Neutron stars
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BARYON CHEMICAL POTENTIAL [GeV]

Figure 1.2.: A sketch of the QCD phase digram with the experimentally accessible re-
gions. Taken from [28], 29] with minor modifications. The red lines with
arrows indicate expansion trajectories of thermalised matter created in dif-
ferent environments.

Elliptic Flow
One of the experimental observables sensitive to the properties of the quark-gluon plasma
is the azimuthal angle distribution of particles in the plane orthogonal to the two beam
axes. Most of the collisions in a heavy-ion collider take place at non-zero impact pa-
rameter. In these non-central collisions, the geometric overlap-region is almond-shaped.
This spatial anisotropy of the collision region is eventually translated into an anisotropy
in the momentum distribution of the measured collision products [30] B31].

The azimuthal distribution of the particle flow can be studied by a Fourier expansion.
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The second Fourier coefficient v is the first non-trivial and non-vanishing one and called
elliptic flow. The mathematical methods employed to determine the elliptic flow are
rather involved because the reaction plane (spanned by the beam axis and the impact
parameter) is a different one in each collision [32].

The elliptic flow (and even higher Fourier coefficients) has been studied in a great
detail during the last years and particularly large values have been observed at RHIC and
LHC [32,133]. It is argued that large values of va suggest that the state of matter created
during a heavy-ion collision behaves almost like a perfect fluid, i.e. has a particularly
low shear viscosity over entropy density ratio 7/s.

Relativistic Hydrodynamics

To understand the phenomena related to a collective particle flow in heavy-ion collisions
one needs to be able to describe the time-evolution of such a system given certain initial
conditions. This is done in a hydrodynamical approach.

The first predictions were made with ideal hydrodynamics calculations (i.e. neglecting
dissipative effects) and showed a good agreement with data measured at RHIC [34].
This led to the conclusion that dissipative effects in the fireball fluid are rather small. In
viscous hydrodynamics these deviations from the ideal case are incorporated in the form
of the transport coefficients, one of which is the (shear) viscosity 7. The dimensionless
ratio of shear viscosity 7 over entropy density s is usually taken as a measure for the
non-ideality of the hydrodynamical description. It is found that this ratio is indeed very
small for the quark-gluon plasma. Whether there is a lower bound for 1/s as conjectured
based on the AdS/CFT correspondence [35] is currently debated.

It is possible to calculate the shear viscosity of a fluid based on a microscopic descrip-
tion [36] (kinetic theory of gases). From such considerations it is easily seen that a small
shear viscosity corresponds to particularly strongly interacting particles. This relation
suggests that the quark-gluon plasma at least close to the crossover region is strongly
coupled and this state of matter is referred to as strongly coupled quark-gluon plasma
(sQGP). See [37] for a recent review.

Pion Gas
One of the goals of this work is to determine the shear viscosity of QCD matter (for
1 = 0 as a function of temperature), especially in the vicinity of the chiral cross-over (see
Chapter @ This will be done in a kinetic theory approach, which relates the microscopic
quantum description of the particles to bulk fluidity measures. For such a calculation to
be valid, it has to be required that the mean free path A of the particles be much larger
than the range of interaction d. In [38] it is argued that for QCD matter such conditions
are found only in systems with small temperature and chemical potential. It is however
exactly that region, in which QCD exhibits confinement. Since the NJL model does
not incorporate confinement, we cannot expect it to give a reasonable description if we
consider quarks and antiquarks as relevant degrees of freedom, i.e. when dealing with a
quark gas.

It is proposed in [38] to consider a gas of pions instead. Within the framework of
the NJL model, these are obtained by studying collective modes in the quark-antiquark
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interaction channel. The thermodynamic properties of a system at not too large tem-
peratures or densities should be determined by the lightest degrees of freedom, which in
case of confined QCD matter are the pions. They are so light since they are the pseudo-
Goldstone bosons of the spontaneously broken approximate chiral symmetry. The more
general concept is that of a hadron resonance gas [39] where QCD matter is described
as a free gas of all possible hadrons and their resonant states. For the purposes of this
work we will restrict ourselves to a gas only consisting of pions, which implies a vanishing
baryon number B or equivalently p = 0.

We have argued that the kinetic description of QCD matter as a pion gas will yield
sensible results for small temperatures and chemical potential. Small or vanishing u
means that particle densities are only generated by thermal fluctuations which are sup-
pressed exponentially for small temperatures. This means that we are in the limit of a
dilute gas, where kinetic theory can be applied and the results for the shear viscosity we
obtain should be acceptable.

Pion-Pion Scattering

To calculate the shear viscosity of a pion gas in a kinetic theory approach we have to
calculate the interactions between the pions. This will be done in the framework of
the NJL model (see Chapters {4| and . Pion-pion scattering in the NJL model has
been studied extensively in the past (see for example [40], 411, 142, [43], 44) [45]). Transport
coefficients obtained from an NJL model approach were first calculated in [46} [38] 10}, [47].
One goal of this work is to extend these results by incorporating an additional vector
interaction (see Chapter |5)) into the model. Such a vector interaction was studied for
example in [48] [49].

1.1. Overview

The primary goal of this thesis is the calculation of pion-pion scattering matrix elements
within the NJL model. We proceed as follows:

Chapter [2| gives a thorough introduction to the NJL model (in vacuum) in its version
applied to QCD. All necessary concepts for the understanding of the model will be
introduced. Starting from the Lagrangian density, we will derive the Feynman rules for
this quantum field theory, which we will use throughout this work. A first application
will be the derivation of a mass gap in Section A few words will be said about the
regularisation of certain ‘elementary’ integrals, which form the basis of all NJL model
calculations and in Section we finally turn to the description of mesons via a Bethe-
Salpeter equation. In Chapter [3] we will extend our considerations from the vacuum to
a thermal field theory scenario with finite temperature and chemical potential. Many of
the concepts we introduced in Chapter [2] will be transferred to the new setting.

Chapter [] deals with the scattering of pions described in the NJL model based on
two basic scattering processes, the sigma propagation and the quark box diagram. In
this work we will for the first time present fully momentum-dependent matrix elements
corresponding to the two above mentioned diagrams. In Chapter [5| we will extend the
NJL Lagrangian with an additional vector-pseudovector interaction term, allowing for
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an additional rho propagation diagram in the pion-pion interaction channel.

In Chapter [6] we apply the insights gained in the preceding chapters to determine
transport properties of strongly interacting matter. More specifically, the obtained pion-
pion scattering matrix elements serve as input of kinetic theory calculations aimed at
determining the shear viscosity of QCD matter. The results are presented in Section [6.5
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2. The NJL Model

The Nambu—Jona-Lasinio model was originally proposed in 1961 — QCD and even quarks
had yet to be discovered — as a model of interacting nucleons [21, 22]. Hence confinement
was obviously not relevant for the model. On the other hand, another important feature
of QCD, namely the (approximate) chiral symmetry of the Lagrangian was already
suggested on the level of nucleons.

The NJL model incorporates chiral symmetry into the Lagrangian density. This im-
plies however massless (or in the case of an approximate chiral symmetry very light)
nucleons. Nambu and Jona-Lasinio had to find a mechanism to account for the (experi-
mentally) large nucleon mass without destroying the chiral symmetry of the Lagrangian.
They saw an analogy to the energy gap in the excitation spectrum of the electrons of a
BCS superconductor [50] (developed in 1957) and explained the nucleon masses by the
spontaneous breaking of the chiral symmetry. The dynamically generated mass of the
nucleons is much larger than the so-called bare mass, which enters in the Lagrangian
density, and stays large even for a vanishing bare quark mass. They also found very
light (or massless) bosonic nucleon-antinucleon excitations. This discovery can be seen
as an important step towards the formulation of Goldstone’s theorem, which predicts
massless Nambu-Goldstone bosons in models exhibiting the spontaneous breaking of a
continuous symmetry [51} [52].

The NJL model was later reinterpreted as a model of interacting quarks [53, 54l 55],
keeping the original form of the Lagrangian and simply replacing the nucleonic fields
by quark fields. As the NJL model focuses on chiral symmetry, this aspect of QCD
is well-reflected. However, for quarks it has the severe shortcoming that confinement
is not described by the model. This restricts the applicability of the NJL model to
investigations where chiral symmetry and its spontaneous breaking is in the focus rather
than confinement.

2.1. The NJL Lagrangian

We will introduce the NJL model in its original, simplest version. In general we can
allow more complicated interaction terms (see Section and one such extension is
studied in Chapter

The nucleons of the original NJL model are an isospin (or flavour) doublet. Similarly
we will restrict ourselves to the two lightest quark flavours up (u) and down (d). Exten-
sions of the NJL model to three or more quark flavours exist (see [56, [57]) but will not
be considered in this work.
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The Lagrangian density of the two-flavour NJL model reads
L= (i — m) + g |(@$)? + (Pirs70)?] (2.1)

The quark and antiquark fields ¥ and ¢ = ¢~y are Dirac spinors and have indices in
the 4-dimensional Dirac space, the (Nf = 2)-dimensional flavour (or isospin) space and
the (N. = 3)-dimensional colour space and are hence (4N, N;)-component objects. Here,
m is the current (or bare) quark mass matrix, which takes the form m = diag(m,,, mg).
We will assume that the v and d quarks have a degenerate mass m := m, = my and
hence we can replace m by the bare quark mass m in the above Lagrangian. 7 stands
for the vector of Pauli matrices in isospin space.
The first term in the Lagrangian density

Lfrco = @E(la - m)TZJ (22)

is the free (or Dirac) part and corresponds to the fact that the quarks are spin-1/2
fermions obeying the Dirac equation as free particles. The second part of the Lagrangian
density

Lint. = g [(@9) + ($irs )] (23)

is the interaction part and consists of a scalar-isoscalar and a pseudoscalar-isovector four-
point interaction, both with coupling strength g. The coupling constant g is dimensionful
with dimension [mass]~2. We will later (see Section find collective quark-antiquark
modes in the interaction channels and will relate a meson to each of the vertices, i.e. the
o meson and the pion.

The more complicated interaction of quarks via gluons, which themselves may interact
with one another, found in QCD is replaced by a simple four-point vertex. This is
done in a way that the global symmetries of QCD, in particular chiral symmetry are
preserved. The above interaction Lagrangian Lin:. is chirally symmetric making the
complete Lagrangian density chirally symmetric for m — 0. It is of course possible to
write down many more chirally symmetric four-point vertices and models incorporating
these are also referred to as NJL models (see Chapter . In the following section we
will study the global symmetries of the above simple NJL model with Lagrangian given

by .

2.1.1. Symmetries

The Lagrangian £ of the NJL model exhibits a number of global symmetries, i.e. it is
invariant under certain spacetime-independent symmetry transformations, each of which
is related to a conserved quantity via a Noetherian current. In fact, the NJL Lagrangian
has the same global symmetries as the one for QCD (with Ny = 2). A treatment of the
symmetries of QCD and the NJL model can be found in [23]. One typically writes the
complete global symmetry as U(1)y x SU(2)y x SU(2) 4 and we shall discuss each single
symmetry below:
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e The first symmetry is a global U(1)y-phase invariance, i.e. an invariance of L

under - B
Y +— exp(—ia)y and ¢ — exp(ia)y (2.4)
for a € R. By Noether’s theorem this leads to the Noetherian current
Ju = 7/;7#10 (2.5)

tulfilling 9,,7# = 0 and hence gives the conserved quantity
/ R / Bty (2.6)
(recall ¢ = 1)T40), which corresponds to the conservation of baryon number.

e We assumed that m, = myg =: m. This limiting case is called isospin limit. In
that case the Lagrangian £ is invariant under a vector SU(2)y-transformation

¥ exp(—i7-0/2)¢ and ¥ — Pexp(iT- 0/2) (2.7)
for § € R3. The field 1) is rotated in isospin space. The conserved current is
J;f = @WT‘% (2.8)

and corresponds to the conservation of isospin.

e The last symmetry is only present in the chiral limit, i.e. in the case m = 0. Then
the Lagrangian £ is also invariant under an azial SU(2) 4-transformation

¥ > exp(—ivs7-0/2)¢ and 1 — P exp(—ivsT- 0/2) (2.9)
for 6 € R3. Here, we transform in isospin and Dirac space. The Noetherian current
is

I8 = V15T (2.10)

The chiral limit plays a particularly important role for NJL. model studies. Many of the
features of QCD are solely based on the symmetries present in the chiral limit. These
can be well reproduced in the NJL model. Even if we consider non-vanishing but small
bare quark masses, many of these results are still approximately fulfilled and deviations
from the chiral limit can be studied systematically.

In the chiral limit there is an invariance of the Lagrangian density under

SU(?)V X SU(Q)A = SU(2)L X SU(Q)R (2.11)

The SU(2)4-symmetry is spontaneously broken by the quark condensate (see Chap-
ter |3). The Goldstone bosons, which correspond to the three broken generators of the
transformation, are the pions. We will describe pions in Section and they indeed turn
out to be massless in the chiral limit. We will consider the case where m is non-zero but
small and hence the above symmetry is only an approximate symmetry. Consequently,
the pions, which are then called pseudo-Goldstone bosons, obtain a non-zero mass.

Studying the above symmetry transformations, one observes that the interaction terms
g(1)? and g(1iys71)? are transformed into one another by chiral transformations. One
says the two terms are chiral partners. In order to obtain a chirally symmetric Lagrangian
both terms have to appear with the same coupling strength g.
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2.1.2. Extended NJL Lagrangians

There exist a number of extensions of the NJL model. In this work, in addition to the
above simple NJL model, we will study a model with interaction Lagrangian given by

Lin. = 9o [(B0)? + irsTP)?] — gv [(@9"70)2 + (r"9s79)?] . (212)

The additional terms describe a vector-isovector and a pseudovector-isovector interac-
tion channel. Both terms are again chiral partners and hence appear with the same
interaction strength —g,, where the minus sign is chosen in order to obtain a positive
value for g, for a physical choice of the parameters. The interaction strength ¢ is now
called g5 and is independent of g,. With the above extended Lagrangian the NJL model
exhibits the same global symmetries as those we described above for the simple model.

It furthers the clarity of our considerations to introduce a more general notation. We
write the NJL Lagrangian as

L=9d—m)p+ Y gu(@T ), (2.13)
M

where M runs over all interaction channels and the I';’s are constant matrices in Dirac,
favour and colour space, i.e. YT 311 is a general quark bilinear. (We note here that I'j/
may also have an isospin index a or a Lorentz index p or both. In that case (&F‘ﬁawﬁ is
to be understood as (&F’ﬁ“zp)(lﬁrh Mw) with summation over a and p implied according
to Einstein convention.) We chose the letter M for the different interaction channels
since we will relate the different interaction channels to mesons (see Section . If we
write the Lagrangian in such a general form we must of course explicitly demand that
the Lagrangian density exhibit the above described symmetries.

2.1.3. Feynman Rules

All physical quantities are in principle determined by the Lagrangian density of the
NJL model or (and the choice of regularisation scheme, see Section . It
is convenient to use diagrammatic techniques to calculate and analyse many of these
quantities. In order to do this we will have to determine the Feynman rules [58] for this
particular fermionic quantum field theory.

General Lagrangian
From the Dirac part of the Lagrangian L., we read off the bare quark propagator

P p+m

----- P»--——= = iSy(p) =i (2.14)

p? —m? +ig’

which is the Feynman propagator for a Dirac fermion.
The interaction term of the general Lagrangian density (2.13) contains exclusively
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four-point interactions. These can be combined to a single vertex

x A x 7
,V\/\.(\ = p 4 =iK =Y iKy, (2.15)
o "\ M

-

N\,

4
’ ‘\

where the contribution from each interaction channel is given by

(If Tps comes with additional indices, we have to write iKyr = 2igyTh) & g, , in the
sum.) The wiggly line in the above Feynman diagram is used to emphasise the tensor
structure of the vertex. We will later often omit the tensor-product sign whenever this
simplifies the notation without causing ambiguities. The sign in front of the vertices
1K jr depends on the convention used. Here, we chose +1¢ rather than —i.

The other Feynman rules are the standard rules for a fermionic theory (including
symmetry factors, etc.). In particular we get

4
_ / (;’;Tr (2.17)

for a closed fermion loop labelled with momentum k.

Simple Model

Let us explicitly give the vertices for the simple NJL model as given in since we
will begin our NJL model studies with that case. The Lagrangian density contains a
single scalar interaction channel called o given by the term

(WTe)g(PLath) = (P1)g(v3)) (2.18)
with
I's = Ipirac ® Leolour @ Lfavour (2-19)
and three (a = 1,2, 3) pseudoscalar interaction channels called 7 given by
(PT5)g(YI50) = (PinsTY)g(PinsT) (2.20)
with
Fgr =175 ® Leolour ® T (221)

This corresponds to the vertices
1Ky, =2igls @'y =2igl ® 1 (2.22)

and
iKy =2igls @ TS = 2igivsT® @ iy57%. (2.23)

The above section shall serve us as a dictionary whenever we need to evaluate more
difficult diagrammatic expressions.
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2.2. Mass Gap

We already mentioned that the quarks, which are only equipped with a very small or
vanishing bare mass in the Lagrangian, obtain a higher effective mass through a self-
energy, which is caused by the interaction term in the Lagrangian. This phenomenon is
very similar to the energy gap in BCS theory and hence is called mass gap.

Hartree-Approximation
We define the dressed quark propagator via the Dyson equation

> = ————- >»—-—-- 4 m————- »-—-- > . (224)

In this diagrammatic equation we only considered contributions of leading order in 1/N,.
We refer to this approximation as Hartree or mean field approximation. We will see
shortly that this approximation already results in a larger effective quark mass. We
claim that the solution to the above equation, the dressed quark propagator, can be
again written as a Feynman propagator

p
+M

> =139 :‘—p

W) = e

(2.25)

i.e. takes the same form as the bare quark propagator but with an appropriately chosen
constituent quark mass M instead of the bare quark mass m. This effective mass M
turns out to be larger than the bare quark mass m and even in the limit m = 0 the
constituent mass M can be non-zero (if the coupling g is chosen sufficiently large).

To determine the mass M, we have to solve the above self-consistency equation, which
reads

iS(p) = iSo(p) + iSo(p)(—iX)iS(p), (2.26)

where ¥ is the quark self-energy corresponding to the diagram

— iy = . (2.27)

Multiplying by So_l(p) = p —m from the left and by S~L(p) = p— M from the right, we
get
iSy H(p) = iS™(p) +i% (2.28)
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or

i(p—m)=i(p— M) +iX (2.29)

and hence an M that solves
M=m+3X (2.30)

gives a solution to the Dyson equation (note that 3 of course also depends on M).
Finally we calculate the self energy Y. Using the Feynman rules we evaluate the above
diagram and get

— iy = —ZZEM ZzngrM/ 1) Tr (TpriS(k)) (2.31)

and hence .

=) Sy = Znger'/ (;’; Tr (T S(k)) . (2.32)
M M

(Again, for I}/ we have Xy = 29y Th [ (SWI)Z Tr(I'G ,S(k)) with summation over a

and g implied.)

Simple Model
Let us study the case of the simple NJL Lagrangian (2.1). The self-energy is given by

4 4
S (ra / (;1:)4Tr (rpis (k) + 1% | (‘; ’; Tr (P28 (k )))

4 4
P (]u / (;]; Tr (1S(k)) — 757% / (;’;4 T (75#5(1@))) .

The second term vanishes since the trace over 7¢ is zero and hence we get

d*k p+M d*k 1
5 = 2gi T — 8N;N.gMi . (2.34
gl/(27r)4 r(p2—M2+i6> (g Z/(27r)4p2—M2+zs (2:34)

(2.33)

where we used that the trace over p vanishes and since M comes with a 1 in Dirac, flavour
and colour space, we get an additional factor of 4 Ny/N.. We define the elementary integral

il = il (M) ‘—i/ Ak ! (2.35)
PR L em i = M2 + e’ '

which appears in the above expression. It is shown in Appendix [C.I] that this integral
can be brought into the form

T2 ) @R E 47r2 ,/—kz ’

by application of the residue theorem, where we define Ej; := 1/ k2 + M?2. Unfortunately,
the integral iI; is divergent and needs to be regularised. The regularisation technique
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will be discussed in Section 2.3l Let us assume we have found a method to make the
value of the integral finite. Then we have

S = 8N¢NgMil1 (M) (2.37)

for the self-energy and plugging this in into (2.30)) yields the gap equation
M =m + 8N¢N.gMil, (M). (2.38)

This equation can now be solved for the constituent mass M = M(g,m). A priori we
do not know whether a solution to this equation exists and if so whether it is unique. It
turns out that for m # 0 there is only one positive solution. For m = 0 there is always
the trivial solution M = 0 in addition to a possible positive and negative solution. We
will of course always choose M to be non-negative. In Chapter 3| we will encounter the
gap equation again for finite temperature and chemical potential. In that case there may
be several (positive) solutions and the one physical solution would have to be determined
by minimising the grand potential. However, for the purposes of this work we will only
consider the case of vanishing quark chemical potential p, in which case the solution is
always unique.

2.3. Regularisation

We stated in Section 2.2 that the integral

d*k 1
=i 2.
i Z/(QW)4k2—M2+i€’ (2:39)

which appeared in the expression for the self-energy, does not converge to a finite value.
In fact it diverges quadratically. This can be seen simply from counting the powers of
k in the numerator and in the denominator. In order to get a finite integral value, we
must regularise it by suppressing the large-momentum contributions. There exist several
methods of doing so. We will employ Pauli-Villars regularisation for the purposes of this
thesis and shall present it for the example of il;.

Pauli-Villars Regularisation

A commonly used regularisation method is Pauli-Villars regularisation [59]. Instead of
introducing a sharp momentum cutoff, the asymptotic behaviour of the integrand is
changed such that the integral converges. This can be achieved by subtracting functions
which have a small contribution for small momenta but asymptotically behave like the
integrand itself. For the Pauli-Villars regularisation we replace the original integrand
f(k, M) by a weighted sum of modified integrands with different masses, i.e.

. d4]{7 ) d4k n
Z/Wf(k,M) %Z/Wl;fz(k,Ml) (2.40)
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In order to regularise the integral ¢I; (M) (which is quadratically divergent) from the
previous section (at least) two regularisation functions are needed. We will regularise it
by the replacement

4 4

i/(‘;:;f(k,M) = @/(‘217:;4 (£(k. M) — 2£(k, VM2 82) + f(k, VAL + 27))

(2.41)

with a (soft) cutoff scale A. The integral iI; exhibits the highest order of divergence of
any momentum integral that will appear in this work. We will later encounter momentum
integrals which are only logarithmically divergent or convergent without the need for
regularisation but for consistency we will use the above regularisation scheme for all
appearing momentum integrals.

For practical calculations we can make use of the linearity of the integral and convert
each of the three integrands via the residue theorem as we did for the unregularised
integrand (see (2.36)). For the given example, we get

il 1/ &k ( ! 2 = + 1 )
1=3 3 - N - 7
2/) (2m) \/lc2+M2 \/k2+M2+A2 \/k‘“f]‘ﬂjLQL2 (2.42)

_1/oodk k2 .y k2 N ]{52
4m? Jo VEZ+ M2 VE2+ M2+ L2 VE2+M?2+2L2)

The latter integral can be calculated analytically and gives

in = 16% (M2 (M) = 2(M? + A2) In(M? + A) + (M + 20%) In(M? + 247))
Y

1 M? M? 4+ 2A2
= M?In|-—— M? +2A)In [ —— = .
167r2< n<M2+A2>+( + )H<M2+A2>>

As mentioned before, we will use Pauli-Villars regularisation for all the calculations
performed in this thesis. We will later encounter integrals which are Lorentz scalars
depending on one or more external momentum. Pauli-Villars regularisation preserves
the Lorentz invariance in contrast to other regularisation methods (like introducing a
three-momentum cutoff). Moreover, using a sharp momentum cutoff we would have to
take care of the domain of integration when making substitutions in the integrals, which
we will do on numerous occasions in this work. With Pauli-Villars regularisation, the
integration is over all four-momenta and hence this problem does not occur.

(2.43)

2.4. Constituent Quark Masses

In the following, some numerical results for the gap equation in the simple NJL model
using Pauli-Villars regularisation will be presented. Our choice of the model parameters
m, g and A is taken from [60]. The parameters are chosen such that the pion mass (see
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’ Param. Set ‘ [A] ‘ [B] ‘ [C] ‘ D] ‘ [E] ‘
m [MeV] 6.13 | 6.40 | 6.77 | 6.70 | 6.54
A [MeV] 800 | 800 | 800 | 820 | 852

gh? 290 | 3.07 | 3.49 | 3.70 | 4.16

| M [MeV] [260.5 | 303.1 | 395.0 | 446.3 | 549.4 |

Table 2.1.: The model parameters (m, g and A) using Pauli-Villars regularisation and
the resulting value of the constituent quark mass M.

Section [2.5.1]) is m, = 140.0 MeV. The parameter sets are labelled - and are
shown in Table .11

Solving the gap equation ([2.38) amounts to finding the root(s) of the function f(x),

where ) )
[ 9 x 9 e+ 2

with = M/A, m = m/A and § = 8N;N.gA?/(1672). The (non-zero) solution to the
above transcendental equation can only be found numerically.

For m > 0 there is a unique solution M > m. In the chiral limit, i.e. for m = 0 the
situation is more complicated. For ¢ < geit. = 0.721 there is only the trivial solution
M =0 (hence there is no dynamic mass generation) and for § > gerit. the gap equation
has the trivial solution M = 0, which we discard, and a proper solution M > 0. The
situation is depicted in Figure For the choice of parameters - we get the

M/A

flx)=m+x

0.25¢

0.20

Figure 2.1.: Value of the constituent M quark mass for different values of m and g. The
different lines correspond to m = m/A = 0,0.005,0.01,0.015,0.02 (from
bottom to top).

values of M shown in Table 2.11

In the chiral limit (m = 0) a non-zero constituent quark mass is a result of spontaneous
chiral symmetry breaking, which leads to a dynamical mass generation. This symmetry
breaking sets in for sufficiently large coupling g (in units of 1/A?). For a small bare
quark mass m the mechanism is in principle the same, but only approximate.
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2.5. Mesons

In the following we want to present the description of mesons in the NJL model. The NJL
model does not confine, but we can still describe mesons as collective modes appearing in
the quark-antiquark interaction channel. This is common practice in NJL model studies
and can be achieved via the Bethe-Salpeter equationﬁ] (BSE) describing the bound states
of a two-body quantum field theoretical system.

The Bethe-Salpeter equation (BSE) in random phase approximation (RPA) reads

e

or in explicit form

OO

Again, we only consider diagrams of leading order in 1/N.. We will later (see Section|[5.5])
also include diagrams of higher order in 1/N..

General Model

Let us first discuss the Bethe-Salpeter equation for the general Lagrangian . We
call the left hand side of the equation scattering matriz denoted by iT(p), where p is
the four-momentum transported by the double shaded line (later to be interpreted as
the momentum of the exchanged meson). To evaluate the right hand side we define the
polarisation loop

4
Tun(p) =i / ((217:;1 Tr (ParS(k + p)TNS(R)).- (2.47)

(or more generally Jy7" p) =i f SW])Z Tr(PAES (k + p)T5°S(k)), where not all of the

indices have to be present.) Diagrammatically the polarisation loop is represented by

—iJun(p) = r\/\G\/\, (2.48)

3The Bethe-Salpeter equation is named after Hans Bethe and Edwin Salpeter [61], but was actually
first mentioned in a paper by Nambu [62].
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After a careful evaluation of the Feynman diagrams the explicit equation (2.46]) reads

iT(p) =ik +i Y (29m)(298)Tn © T Jar v (p)
M,N

. (2.49)
+i Y (29m)(29k) (298 Ty @ TnJar i (p) TN () + - -
M,K,N
We write
iKIiZKM:iZQgMFM®FM:i Z 2900 MmNy @ Ty, (2.50)
M M M,N
which together with the above shows that we can write T'(p) as
T(p)=> Tun(p)=:—> Tu®TnDun(p) (2.51)
M,N M,N
(or more generally T, n(p) = —T, , ® FS’V’UDKZ’;b(p)), where the minus sign is again a

convention. All the matrix structure is in the I'y;’s and hence Djs n(p) is a scalar-valued
function, which we call a generalised meson propagator. It is in explicit form given by

Dyn(p) = —29m0m,n — (290)(29N8) I v, N ()

— 3" (2000) 205) (203 Tar.ic (0) e (0) — - (2.52)
K

Either by summing up the above equation or by directly evaluating the implicit dia-
grammatic equation, we obtain the implicit equation for D/ n(p)

Dy n(p) = —29m0m N + Y, 290 I,k (0) Dic v (p).- (2.53)
K
(More generally, DY/'%(p) = —29m0m N0 + Lk 2051 4 (P) D5ty (p), where

each of the Lorentz or isospin indices might or might not appear. If Dy n(p) has
only one Lorentz or isospin index, then necessarily M # N and djr,nv = 0, which means
that the corresponding term in the equation vanishes, even though d,, and n*¥ are not
well-defined for only one index.)

If we consider Dy n(p) as entry of the matrix (D n(p))
becomes a matrix equation, which can easily be solved:

v the above equation

-1
Dicn(p) = [2(anTar ke (p) = (ar) | 20m0hw. (2:54)
where [-]7! denotes the matrix inverse. The solution Dy n(p) one obtains is in general
a matrix with non-vanishing off-diagonal entries. By a change of basis (depending on p)
we can bring it into a diagonal form.
Let us for the moment without loss of generality assume that Dy n(p) is already
diagonal, i.e.
Dy, (p) =: nm,n D (p)- (2.55)
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This is the case if and only if the polarisation loop Jys n(p) is diagonal, i.e.

Ju,n(p) = omNIm(p). (2.56)

In that case equation (2.53)) simplifies to

Dy (p) = —290m + 290 I (p) D (p), (2.57)
which yields
—29M
D = 2.58

Dy (p) is referred to as the propagator of the meson M, which is justified in view of the
definition of Djs(p) via the scattering matrix Ths(p). This is however a bit misleading
since in fact Djys(p) not only is the propagator for the mesons but it also contains the
coupling of the quarks to the meson. So, we can write

Dur(p) = grrqq(p)Dai(P)gnigq (P) (2.59)

where garqq(p) is the quark-meson coupling and Djs(p) is the actual meson propagator
(see below for a more detailed discussion). However, since often only Dj;(p) appears in
the calculations, we will mainly use the first definition but one should keep the above
said in mind for the evaluation of Feynman diagrams. To be exact, the shaded double
line in equation corresponds to

= = iDu(p) (2.60)

and the quark-meson vertex I'prqq(p) is given by

= ZTqu(p) = ZTM!]qu(p)' (2.61)

Simple Model
Let us now turn to the discussion for the case of the simple NJL model with only a scalar
and a pseudoscalar interaction channel with coupling strength g. The meson index M
runs over {o,7}. It is apparent that Jy; n(p) vanishes for M # N since the trace over
one Pauli matrix 7¢ vanishes. Hence Jys n(p) and Dy n(p) are indeed diagonal in that
case. We will refer to Dy (p) as the propagator of the o meson and to D (p) as the pion
propagator.

In order to calculate the meson propagators, we first need to calculate the polarisation
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loop Jy(p) for M € {o,7}. The calculation can be found in Appendix and yields

J,(p) = AN Nyily — 2N Ni(p* — 4M?)ily(p)

_ 1 m 2 2y,
=2 (1 M) 2N.N¢(p® — AM?)ily(p),
J2(p) = bap (ANNtily — 2NNep®ila(p) (2.62)
1 m 9.
= Oab (29 (1 — M) — 2N N¢p zfg(p)>
= 5ab<]7r(p)a
where i o
1 1
I =1 = 2.
o l/ (2m)4 k2 — M2 +ie /(27r)3 28 (2.63)

is the elementary integral we already defined in Section and

_ [k 1
i(p) := Z/ (2m)* (k2 — M2 +ie) (k + p)? — M2 +ie)’

(2.64)

By application of the residue theorem (see Appendix [C.2)) we can write the latter

integral as
Bk 1 1
i) = [ 552 _ (2.65)
(27T)3 EE p% — (EE + Eﬁ+E)2 + 1€

This integral also needs to be regularised and we will apply the same regularisation
scheme as for ¢l;, i.e Pauli-Villars regularisation with two regulators. The integral
can even be computed analytically. The calculation and its result are given in
Appendix . The integral il only depends on p? rather than the four-vector p.
Therefore also J, and .J, only depend on p?.

With the polarisation functions we can calculate the meson propagators according to
. For the sigma meson this yields

D, (p*) = 1= 297,%)

(2.66)

For the pions, we also have to consider the isospin structure of J,‘?b(pz). Since this is just
dap, the propagator is also diagonal in isospin space and we get

—2g
D (p?) = §gp———— =: 6 Dy (p? 2.67
™ (p°) ab1—2an(p2) abDr(p7), ( )
which means that the different pion species do not mix.

We can now calculate the (inverse) pion and sigma-meson propagators using the ex-
pressions for J; and J,. The result is shown in Figure 2.2l A discussion of these
propagators and how to parametrise them is given in the next section.
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Di(p?) [GeV?] DXp?) [GeV2]

0.15F o0.10t
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Im .~
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04 0.2 0.2 0.4 06 0.8
70.051

Figure 2.2.: The inverse pion propagator D, !(p?) (left) and the inverse sigma-meson
propagator D, !(p?) (right) for parameter set |[A]

2.5.1. Meson Masses

In the following section we will devise a way to determine the masses of the sigma meson
and the pions from the corresponding propagators. Analogous ideas can be applied to
other mesons in an extended NJL model.

We saw that the meson propagator Dy (p) only depends on p? for M € {7, 7}. Since we
constructed Dy (p?) to play the role of a propagator we also expect it to have according
properties. In particular the propagator should have a pole at the mass of the meson. So
conversely, we should be able to determine the meson masses mp; as zeros of the inverse
propagators, i.e.

Dy (p* =m2,) = 0. (2.68)

Following the decomposition in (2.59|) we should be able to write the meson propagator
as

2 2

Iqq(P7)
Dy (p?) = 54—, 2.69
m(p7) P —m2, (2.69)

where the denominator is the inverse of the free meson propagator Dys(p?) and the
numerator is the square of the momentum-dependent quark-meson coupling quq(pQ).
Evaluating the quark-meson coupling at the meson mass (i.e. determining the residue
of the first order pole of the above function) we obtain the on-shell coupling constant

9Maq = gMaa(P* = m3y). (2.70)

We can use this to write the meson propagator in pole approximation as

2
IMqq
Dy p2 N5, 2.71
0~ (2.71)

which is nothing else but an expansion of Dj;(p?) around its pole.

So far we have completely neglected the fact that the inverse propagators also have
an imaginary part. This imaginary part occurs for p? > 4M? (see Figure and is
related to the energetically allowed M — qgq decay channel. This is of course related to
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the fact that the NJL model does not confine and we interpreted mesons as collective
modes in the quark-antiquark scattering matrix. For p? < 4M? these are bound states
but at larger p? the meson will decay into an unconfined quark-antiquark pair.

For the pion, we will get a mass m, < 2M and there will still be a pole of the
propagator. However, for the sigma meson we will get a mass m, slightly above 2M
and hence there will be no (real) pole because of a non-vanishing imaginary part of the
inverse propagator.

More generally we will need to write

B 93140(P?)
p? —miy +iTa(p?)

D (p°) (2.72)

where Y7 (p?) = O(p? — 4M?) ... is the imaginary part of the inverse propagator. This
leads to the so-called resonance approzimation of the propagator

2
I
Dy (p?) ~ 2 2.73
)~ (2.73)
where grrqq and Ty are evaluated at p? = m%w.
Taking the above into consideration we define the meson mass more generally as the
zero of the real part of the inverse propagator, i.e. by

!

ReD,/ (p* = mi;) = 1 — 2gReJy (p? = m3,) = 0. (2.74)

This way we can speak of a meson mass even in the case, where the meson propagator
does not have a pole[]

Using the above definition of the meson mass and the propagators in (2.66)) and (2.67)),
we can determine the pion and sigma-meson masses for parameter sets [[A] - |[E]l The
result is shown in Table As already mentioned, the parameters are chosen such that

| Param. Set | [A] | [B] [ [¢] [ [O] [ [E] |
M [Mcv] | 260.5 | 303.1 | 395.0 | 446.3 | 549.4
m, [McV] | 140.0 | 140.0 | 140.0 | 140.0 | 140.0
m, [MeV] | 530.2 | 613.4 | 794.7 | 896.3 | 1101.4

G | 2713 | 2.055 | 3.507 | 3.768 | 4.324

Table 2.2.: The masses M, m, and m, and the quark-pion coupling g4, for parameter

sets —

the pion mass is m, = 140 MeV.

4One should note that there exist several definitions of the meson masses in the case where the propa-
gator does not have a real pole. For example in [48] the authors determine the mass of the mesons
as a pole in the complex plane.
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Expanding the real part of the inverse propagator in p? around m3, gives

dReJy (p?)

1 —2ReJy(p?) = —2¢ )

2
(p? —m3) + O ((p2 —m3;) ) (2.75)
pP=m3,
and hence we obtain )
_ dReJy (p?)
2 _
IMqq = A (2.76)

2
p?=mi,

for the on-shell coupling constant in resonance approximation (which for the pion is
the same as the pole approximation). For parameter sets - the value of grqq is
calculated and presented in Table [2.2] Analogously, Ty can be obtained via

T = GhrggdmIn (p° = miy). (2.77)

Alternative Representation of the Meson Propagator
We show in Appendixthat in the simple model the meson propagator for M € {o, 7}
can be written as

1

Datl’) = = 5N N (7 = 22, )il ) = miila(ma]) (2.78)

with &, := 0 and &, := 4M?. Here we read il3(m;) as ilo evaluated at some four-
momentum p with p? = m?2 (since il only depends on p?).

Quark-Pion Coupling Constant
Using the above representation of the meson propagator, we can give a simple expression
for the quark-pion coupling constant. We write the pion propagator as

1
D.(p?) = — . 2.79
(P7) 2N Nt (p?ila(p?) — m2ila(my)) ( )
and hence

_ D '(p) pPila(p) — m2ily(my)

2 s T _ . T T
Iras = 0 7~z — 2NN p* —m2 (2.80)

_ _onpw, LPL0) '
¢ d(pg) p2=m2

Calculating the above expression amounts to computing the derivative of il(p?) w.r.t.
p?, which is done in Appendix The result can be expressed in terms of more general
elementary integmlsﬂ (¢I(p), il(p) and iK(p)), which will be introduced in Section
(see ([4.22)) and (4.23)). For the coupling constant this yields

Gr (M) =: gr = —NIN; (u(o) + il (my) — mim(mﬂ)) (2.81)

in accordance with [43]. The elementary integrals only depend on p? and we again wrote
I(my), etc. for I(p) evaluated at some p with p? = m?

e

®The integral iI(p) is in fact identical to the integral ilo(p) and is simply given another name in the
context of the yet to be introduced static limit.
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2.6. Chiral Theorems

An important feature of the NJL model is that it focuses on chiral symmetry and its
spontaneous breaking. Consequently we should be able to verify the following chiral
theorems in the simple NJL model. Since they are solely based on symmetry principles
they remain correct in mean field and random phase approximation (leading order in
1/N¢), which do not violate these symmetries.

Goldstone’s Theorem
Equation (2.62) for m = 0 implies directly that

1—2¢J.(p*=0)=0 (2.82)

and hence we find that the pion mass vanishes in the chiral limit. The pions can be
identified with the massless Nambu-Goldstone bosons predicted by Goldstone’s theorem
[51L 52] related to the fact that the gap equation describes the dynamic generation of a
constituent quark mass which spontaneously breaks the chiral symmetry.

If however m # 0 (but small), then the chiral symmetry is only an approximate
symmetry and the pions get a (small) mass as we calculated in the previous section (see

Table .

Pion Decay Constant

The pion decay constant f; is the square root of the coefficient of the kinetic term for
the pion in the low-energy effective action of chiral perturbation theory [63]. It can be
viewed as measure for the strength of chiral symmetry breaking. In our model it can be
obtained from the one-pion-to-vacuum matrix element [64] in RPA via

a

d*k .
5o = gy [ oy T (1495 5 S+ p)inar*S(B)) (2.83)

Performing the above integration explicitly (see Appendix |B.3)) one obtains
f7r = _gwqquchMiIQ(mw)a (2.84)

which can also be written as

T - 2
2 = AN;N M?- if(mx)

i1(0) + il (my) — m2iK (my)’ (2.85)

were we used the expression (2.81]) for g4 obtained in the previous section.

Goldberger-Treiman Relation
The pion decay constant should fulfil the following generalised Goldberger-Treiman re-
lation [65]

Grgqfr = M + O(m), (2.86)

which implies fr = M/grqq in the chiral limit.
The pion decay constant is calculated for parameter sets - (see Table [2.3)).
Parameter set was chosen to approximately reproduce the literature value f, =
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| Param Set [ JA] | [B] | [C] | [D] [ [E] |
m [MoV] 613 | 640 | 677 | 670 | 654
£ [MoV] 93.64 | 100.50 | 111.03 | 116.99 | 125.88

| M — grgqfx [MeV] | 645 | 6.15 | 573 | 545 [ 5.04 |

Table 2.3.: The bare quark mass m, the pion decay constant fr and M — grgqfr for

parameter sets -

92.21 MeV = 130.41/v/2 MeV [66]. It is apparent from the calculated values that the
generalised Goldberger-Treiman relation is fulfilled. If we put m = 0, relation f, =
M/ grqq can be easily shown to be correct in the NJL model.

Gell-Mann—QOakes—Renner Relation
We stated that for non-vanishing bare quark mass m, pions will not be massless (and
are called pseudo-Goldstone bosons). This statement can be formalised by a systematic
expansion around the chiral limit, which yields the Gell-Mann—Oakes—Renner relation
[67]

m2 — 7m<¢¢>

" Ik

Here, (1)) denotes the quark condensate, which we will not study in this work (but
it is discussed in Section of the extension) and is given by (Y1) = —%/(2g) =
(m—M)/(2g). In Table we verify that the Gell-Mann-Oakes-Renner relation is
fulfilled by our NJL model results. For a better comparison with literature values we

+ O(m?). (2.87)

’ Param. Set ‘ [A] ‘ [B] ‘ [C] ‘ [D] ‘ [E] ‘
m [MeV] 6.13 6.40 6.77 6.70 6.54
(1h) [MeV3] —(303.90) | —(313.88)% | —(328.97)% | —(341.82)% | —(361.80)"
() /Ng [MeV3] | —(241.20)% | —(249.13)3 | —(261.10)% | —(271.31)% | —(287.13)3
2+ 0 MeV?] | —10.96 8.51 33.08 38.68 4378

Table 2.4.: The table shows the values for the chiral condensate (1)¢) and the correctness
of the Gell-Mann-Qakes—Renner relation for parameter sets -

also give () /Ny = (1)) /2, the quark condensate per flavour, which is often simply
called quark condensate.

35



3. The NJL Model in Medium

So far we have studied quarks and mesons in the NJL model in vacuum, i.e. at zero
temperature. In view of the goal of exploring the phase diagram of QCD, we are however
interested in the medium properties of these particles, which means that we have to
make our calculations in the setting of thermal or finite temperature field theory [68, [69].
Such calculations were made for the NJL model in [70, [71] and in [41], [43] for pion-pion
scattering in particular. It has been suggested that medium effects like temperature-
dependent masses are particularly important [72, [73] in the description of pion-pion
scattering, which we will discuss in Chapter

We have already argued in the introduction that the relevant thermodynamic variables
for the description of QCD matter are temperature T and quark chemical potential p
corresponding to the conservation of the net quark (or baryon) number, i.e. the number
of quarks minus the number of antiquarks. Since for the moment we will only deal with
this one single chemical potential, we will simply refer to it as ‘the’ chemical potential.

In this chapter we will study the medium properties of the simple NJL model with

Lagrangian given in (2.1)).

Thermal Field Theory

Thermal field theory is aimed at the calculation of the expectation value of physical
observables in a quantum field theory at finite temperature. The most commonly used
method is the Matsubara or imaginary-time formalism [(4]. The basic principle of the
theory is that the expected value of an operator O in a thermal ensemble

<O> — Tr (O exp(—ﬂH)) (3 1)
Tr (exp(—fH)) '
(where = 1/T is the inverse temperature) is identical to the ordinary quantum field
theoretic expectation value with a configuration evolved by an imaginary time ¢t = .
The trace Tr in the above expression leads to the additional requirement that bosonic
fields be periodic and fermionic fields be antiperiodic in the imaginary time direction.
The usual quantum field theoretic tools such as path integrals and diagrammatic tech-
niques may be employed but live now on the ‘tube’ R? x S! with a compactified imaginary
time coordinate. This compactification in coordinate space leads to a discretisation in
momentum space where a continuous energy coordinate is replaced by discrete imagi-
nary frequencies, the Matsubara frequencies. Finally, to obtain results for observables at
real energies (or real times) an analytic continuation has to be made.
Since the fields we are dealing with are quark fields it suffices to replace the energy
integration in the appearing four-momentum integrals by a sum over fermionic Matsubara
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frequencies iw; = (25 + 1)miT (j € Z), i.e

4
z/ éf) TZ/ 3f iwj + p, k) (3.2)

JEL

in order to move the description from the vacuum to the medium. The quark chemical
potential y has been directly incorporated as a real shift in the imaginary energy variable.

If we set © =0 and let T" — 0 the Matsubara sum becomes again an integration over
the imaginary axis and hence

d3k ) 5 0o d(zw) A3k L dik
Tje%/wf(leak‘) — o /(27T)3f(lw,k') = —z/( )4f( ), (3.3)

—100

where we performed a Wick rotation in the last step. This shows that the vacuum
description in Chapter [2| can be recovered from the medium description.

3.1. Mass Gap

Let us study the gap equation in the new setting. It will be formally identical to ([2.38|)
but with the integral il; replaced by an integral il; (7T, u) according to the above re-

placement scheme (3.2]), i.e.
M =m + 8NiN.gMily (T, u; M), (3.4)

where
1

3 (iLUj + M)2 — E%

d3k
th(T,p) =tL(T,u; M) =-T 3.5
T = iR =TT [ oo (35)

This corresponds to writing the self-energy ¥ = 8 NgN.gMil1 (T, p; M) as
S = TZ/ r (29 (icw; + 1, F)) (3.6)

The mass M will then be given as the solution M = M(T, u;m) of the above equa-
tion (3.4]).

The calculation of the integral i1; (T, ;1) involves the multiple use of the residue theorem
and is performed in Appendix The result can be written as

iy (T, ) = i3 4+ 14T, ) (3.7)
with 5
d°k 1
Ivac — - )
where iI7?° is identical to the vacuum result iI; obtained in Chapter [2and
k1
med _ - o 7 -
iI"N(T, p) = / (2r P 25, (nk + nk> , (3.9)
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where we defined the quark and antiquark occupation number density

1
np =np(T, ;M) = = np(E; — p) (3.10)

1+exp<E’5T_“)

and
1

1+exp< ’“Jm) N

with the Fermi distribution function ng(z) = (1 + exp(z/7))~!. The medium contri-
bution iI{"*4(T, 1) is finite in contrast to the vacuum contribution iI72¢. We will hence
regularise the vacuum but not the medium contribution of i/; (T, 1) using Pauli-Villars
regularisation with two regulators (see Appendix for a more detailed discussion).
The medium contribution iI:"°4(T, ;1) vanishes for g =0 and 7' — 0.

We can also define the net quark (number) density

= np(T, p; M) = ne(Eg + 1) (3.11)

n(T, i M —2NfN/ ,u,M)—ﬁE(T,M;M)>, (3.12)

which is the number density of quarks minus that of the antiquarks.
Plugging in the expression for the integral il;(T, u; M) into the gap equation ([3.4)
yields M = M (T, u;m). The results are shown in Section

3.2. Mesons

We can of course also move our NJL model description of mesons to the medium. The
Bethe-Salpeter equation will be formally the same, i.e.

in the diagonal case (and without isospin or Lorentz indices) with the only difference
being that the contribution from the polarisation loop Jj; will be calculated in the
Matsubara formalism, i.e.

Jar(iwn, D) = TZ/

JEZL

d3k . .
S(ico; + , R)TarS (ico; + icon + 1, K +§)Tar ), (3.14)

where the outer Matsubara frequency iw, = 2minT is a bosonic frequency (related to
p) and iw; = (2j + 1)miT is a fermionic frequency (related to k). Note that the sum of
a fermionic and a bosonic Matsubara frequency gives a fermionic Matsubara frequency.
The Bethe-Salpeter equation then gives the Matsubara propagator of the meson M

_29

Dl - .
w(iwn D) = 35 T o 5

(3.15)
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As for the vacuum case, we write the polarisation loop Jys in terms of elementary
integrals:

J, (iwn, p) = 4N Ngily — 2N Ni(iw? — p% — 4M?)ily(iwn, D),

b 5 v . (3.16)
T (icon, ) = O (ANeNeily = 2NNy (il — pP)ila(ion, B) ) = Gapelr (iwn, B)-
Here, iy = il1(u, T) (see Section [3.1]) and
31<: 1 1
115 (iwp, P) == —T/ d = =
(zw]—f—u) — k2 — M? (iwj + iwp, + p)? — (k4 p)% —
(3.17)

are the medium versions of the respective vacuum integrals. It is shown in Appendix [D-3|
how to further simplify the expression for il5(iw,,p) in analogy to the calculations for
117 in Appendix The result reads

d3k: 1 np(Ep+p) +np(Ep — p) 1
iy(ieon, ) = / Er 2E-E> *kd (iwn)? — 8%
k k= k+p n kq (3.18)
np(Ep + p) + ne(Eg — p) i 1
2B By B (iwn)? — d2

with Spq = Ek+ﬁ+ E and d = EE+;7+ EE'

Analytic Continuation

The next step in our description of mesons in the medium will be the analytic contin-
uation of the Matsubara propagator D/ (iwy,,p) to real momenta. Depending on the
nature of this analytic continuation we get the advanced, retarded or Feynman version
of the propagator.

The retarded propagator Dﬁ(po,ﬁ) is obtained from the Matsubara propagator by
the substitution iw, — po + ie while the advanced propagator D, (po,p) is obtained by
substituting iw, — po — i€ and only differs from the retarded propagator in the sign of
the imaginary part. For definiteness we choose to use the retarded propagator from now
on, keeping in mind the close relation between the two propagators.

The retarded polarisation loops JA"Z are

JF (po, p) = 4N N¢ily — 2N N¢(pg — p%)ila(po + ic, p),

+ . 2 ) 21 - . (319)
J (po, p) = AN.Nyily — 2N Ni(pg — p~ — 4M*)ila(po + ie, D).
Here, the retarded integral il := ilo(po + i€, p) takes the form
d3k 1 np+ng 1
o= [ (L gy
((EE 2B 55 "P) (po+ie)? — 87
’ (3.20)

+n 1
2B, 5B " (po +ie)? —d |
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As described in Appendix [D-3] we can again split the integral into a vacuum and a
medium contribution

/LIZ (Po,ﬁ) ;_ VaC(pO’m + ZIQ 7med(pﬂaﬁj' (321)
The vacuum contribution is obtained from z'I2+ (po, p) for T, ;x — 0 and given by
Bk 1 1 11> (p?), if po > 0
zI+ Y (o, ) = / , K '2(]0 g ) it po 7 (3.22)
2m)3 By (po + i€)2 — 52 _ (il2(p*)", ifpo <0

which is just the integral ilo(p?) we obtained in the vacuum discussion (see ) mod-
ulo a possible complex conjugation depending on the fact that we calculated the retarded
rather than the Feynman expression of the integral. The vacuum part is divergent and
will be regularised as described in the previous chapter.

The rest of the integral is the medium part

me Pk np+ng Sk dg 5
il d(povﬁ)z—/( Bk ( K + kD ) (3.23)

2m)3 2B, sEp \ (po +ig)? — s%ﬁ (po + i) — d%ﬁ

which is convergent and will not be regularised. The medium part explicitly depends
on po and P (see also comment below). The real and imaginary part of il med (po, D)
are conveniently treated separately. The imaginary part can be integrated analytically
and the calculations as well as the rather lengthy result are given in Appendix[D.3] The
real part can then be obtained from the imaginary part using a Kramers-Kronig relation
[75, [76] as is also described there.

Meson Masses

The following considerations will be analogous to the vacuum description (see Sec-
tion . The retarded meson propagator should have a singularity at the meson’s
mass mps. In pole approximation we write

2
Im
Disvo.7) ~ =5 (3.24)

(treating po and p’ separately in contrast to the vacuum case). This corresponds to the
inverse propagator having a zero at the meson mass. More generally, to account for a
possible imaginary part of the inverse propagator, we will again focus on the real part
of the inverse propagator and define the meson mass via

1 — 2gReJ}; <p0 = £\/m3, +ﬁ2,ﬁ) 0. (3.25)

We could have equally well used the advanced or the Feynman propagator. They are
related via complex conjugation depending on the sign of pg an hence they will all yield
the same mass according to the above definition.

The resulting mass mj; will of course depend on T and p but also on the three-
momentum p, which is the momentum of the meson relative to the thermal medium.
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This is different to the vacuum case, where Jj; only depends on p? because all expressions
had to be Lorentz covariant due to the lack of a special frame of reference. The meson
masses in the medium show in fact a slight dependence on [p] and in calculations we will
set p = 0 (and hence p? = p3) for the determination of the meson masses. The integral
iI2+ (po, p) for the special case p'= 0, which is needed in the calculations, is calculated in
Section [D.2] of the Appendix and yields a much simpler result than the one for general
p calculated in Appendix

Quark-Pion Coupling Constant
Generalising formula ([2.81)) for the quark-pion coupling from the vacuum to the medium
case (with vanishing three-momentum p) yields

G2y = —NeNt (iI*(0,0) + it (g, 0) = m2iK (s, 0)) (3.26)

Here we use the expressions for the elementary integrals iI™ and iK™ calculated in

Appendix

3.3. Results

Calculating all the medium quantities as described in the preceding sections of this
chapter, we can present numerical results for the constituent quark mass and the meson
masses depending on T'. The results are in agreement with [46, [38] and shall only serve
as a starting point for the following chapters.

Constituent Quark Mass

Let 4 = 0. We observe that the constituent quark mass is maximal for 7' = 0 and
takes the vacuum value we calculated in Section [2.4] corresponding to the spontaneous
breaking of the (approximate) chiral symmetry. Hence the constituent quark mass M is
much larger than the bare quark mass (which explicitly breaks chiral symmetry). For
increasing temperature, M becomes smaller corresponding to the restoration of chiral
symmetry. This happens via a crossover (i.e. M is a smooth function of 7"). The result
for parameter set is shown in Figure The plot also shows the result in the chiral

M [MeV]
400

300r
200+

100r

300 T [MeV]

50 100 150 200 250

Figure 3.1.: Constituent quark mass M at p = 0 as function of T for parameter set
(solid line) and in the chiral limit (dashed line).
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limit, i.e. for the modified parameter set with m = 0. In that case there is a second
order phase transition (i.e. M is a continuous but not differentiable function of T) at a
critical temperature of T, = 207.7 MeV.

Meson Masses
We finally calculate the masses of the m and o mesons as functions of temperature 7'
for 4 = 0. The results are shown in Figure Let us first discuss the results in the

Mass [MeV] Mass [MeV]
600} 600}

S M ‘ 2M
50 100 150 200

250T[MEV] 25OT[MeV]

50 100 150 200

Figure 3.2.: Masses of m and ¢ mesons for . = 0 as a function of T for parameter set
(left) and in the chiral limit (modified parameter set right). They are
compared with twice the constituent quark mass M.

chiral limit. For small 7', chiral symmetry is spontaneously broken and the pions are
the corresponding massless Goldstone bosons. At T' ~ 160 MeV there is a second-order
phase transition to the chirally symmetric phase. The pions become massive and their
mass becomes larger with increasing 7. The ¢ meson is massive in the broken phase
and has exactly twice the constituent quark mass M. Since M drops to zero at the
temperature of the phase transition, the ¢ meson is here massless as well. Whilst the
constituent mass is zero in the chirally symmetric phase, the mass of the 7 and the o
are degenerate and hence the ¢ becomes heavier again for larger T

For a non-vanishing bare quark mass m, the chiral symmetry is only approximate and
hence the pion is not massless at zero temperature, however much lighter than two times
the constituent quark mass, which is approximately the mass of the o meson. For larger
T there is a crossover to the chirally symmetric phase: the pion becomes heavier and the
constituent quark mass drops. The sigma meson and the pion become nearly degenerate
in mass for large T.

42



4. Pion-Pion Scattering

In the following we want to study the scattering of pions in the simple NJL model,
which incorporates pions and sigma mesons [41], [43] [40]. We will consider diagrams in
lowest order of a 1/N. expansion scheme. We will for the first time give fully momentum
dependent solutions of the invariant matrix elements for these diagrams in vacuum (see
and (4.37)). The following derivations will be made in the vacuum case but the
generalisation to finite temperatures (see Section is achieved by calculating medium
expressions for the appearing elementary integrals. However, in order to do so we will
have to make some simplifications.

Scattering Theory

We are interested in the invariant matrix element iM2%°? describing the reaction
N L L (4.1)

where a, b, ¢, d are the isospin indices of the pions. The pions are on-shell (i.e. p? = m?2)

and have four-momenta p1, p2, p3 and ps with p; = (y/m2 + p2, ;)" where pi, p2, p3 and

Py are the corresponding three-momenta. The invariant matrix element is related to the

T-matrix in scattering theory via [58]

(1€, fi3; 4, paliT|m®, pr; 70, o) = (2m) 6@ (1 + p2 — p3 — pa)iM% (1, pa, p3, pa). (4.2)

The vacuum matrix elements iM% are Lorentz scalars (which is why they are called
invariant matrix elements). The §-distribution in the above expression suggests that we
need to calculate the invariant matrix elements for momenta with p; + po = p3 + pg4, i.e.
with four-momentum conservation.

As the matrix elements are Lorentz invariant we can calculate them in any frame of
reference. It is advantageous to work in the center-of-mass frame (see Figure , in
which p; = —ps =: p and by momentum conservation p3 = —py =: p’. The zeroth
components of the four-momenta are determined by the on-shell condition and given by
E = /p?+m2 and E' = \/p'? + m2, respectively. Energy conservation E = E’ then

requires @Q = p"?. Hence the matrix elements only depend on the two quantities p? and
cos® := Pp‘—g.

Mandelstam Variables
Another convenient description of the kinematics can be obtained using the Mandelstam
variables [77]

s=(p1+p2)? t=(p1—p3)® u=(p1—ps) (4.3)

They are by definition Lorentz invariant quantities and again encode all the necessary
information for the invariant matrix elements M%i¢d of the scattering process 1+ 2 —
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Figure 4.1.: Scattering process 1 4+ 2 — 3 + 4 in the center-of-mass system (CMS).

3+ 4. We can hence write M2cd = AMabicd (s ¢ 4;). Considering on-shell particles with
masses mi, ..., my the Mandelstam variables fulfil the relation

s+t+u=mi+m3+mi+m: (4.4)
and so in case of pion-pion scattering
s+t +u=4m?2. (4.5)

This means also that only two of the three Mandelstam variables are independent.
The situation is however even more restricted. A simple calculation shows that in our
case (with all masses equal) the Mandelstam variables obey

s>4m2, t<0, u<O0. (4.6)

The situation is depicted in Figure There is a certain physically accessible region
in the s-t-u-plane. If the masses of the involved particles are not the same, the picture
will be similar but the physical region will have a more complicated shape.

If we are in the center-of-mass frame as described above, one easily calculates

s=4m2 +4p°, t = —4p”sin?(9/2), u= —4p®cos*(¥/2). (4.7)
Parametrisation of the Matrix Elements

In general the invariant matrix element for pion-pion scattering can be written in terms
of three unknown functions

M (s ¢ ) = A(s, t,1)0ap00d + B(S, t,u)00clpq + C(5,t,1)0aq0bc (4.8)

where each function corresponds to a different isospin channel [41]. Making use of perfect
crossing symmetry even yields

A(s,t,u) = B(t,s,u) = C(u,t,s). (4.9)
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Figure 4.2.: Mandelstam variables plotted into the s-t-u-plane with the condition s+t +
u = 4m2. The physically accessible region is shaded grey.

Moreover, one can project out the amplitudes ML _ of definite total isospin I = 0, 1,2

T

[78]. This gives
Mar = 3A(s,t,u) + B(s, t,u) + C(s, t,u),
ML= B(s,t,u) — C(s,t,u), (4.10)
M2 = B(s,t,u) + C(s,t,u).

Large N. Expansion
We want to calculate the invariant matrix elements by evaluating the simplest possible
diagrams for pion-pion scattering in the NJL model. These are shown in Figure[4.3] The

1 [ P>=L

Figure 4.3.: Pion-pion scattering via the box diagram (left) and via a sigma-meson ex-
change (right).

first diagram is called box diagram for obvious reasons. The interaction takes place via a
quark box. The second diagram is called sigma-propagation diagram since the scattering
process is mediated by a sigma meson (in RPA) as described in the previous chapters.
The pions are coupled to the sigma meson via a quark triangle. Since two pions cannot
scatter into one single pion because of parity and angular momentum conservation there
is no ‘pion propagation diagram’.

In principle there are of course many more diagrams contributing to pion-pion scat-
tering in the NJL model. By doing a systematic 1/N, expansion [79] one finds that these
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two diagrams are indeed the two leading order diagrams in 1/N,. [46, 38]. The advan-
tage of such an expansion is that taking all diagrams up to a given order preserves the
symmetry properties of the theory, which will be very useful in the following discussions.

The ingredients for describing pion-pion scattering are the quark propagator S, the
quark-meson vertex I'j744 and for the sigma-propagation diagram also the meson prop-
agator Djs. We have computed these quantities in Chapter

4.1. Sigma-Propagation Diagram

We will begin by calculating the contribution from the sigma-propagation diagram. In
fact, there are three different Feynman diagrams, each of which is characterised by the
Mandelstam variable associated to the momentum of the intermediary sigma meson.

Accordingly, we name them s-, ¢- and u-channel diagram (see Figures and .
These diagrams are all related by a relabelling of momenta and isospin indices. There are

Figure 4.5.: t-channel.

Figure 4.6.: u-channel.

four external momenta py,...,ps and two internal momenta ki, ko (one for each quark
triangle), over which we integrate. In the evaluation of the Feynman diagrams there is
an additional factor of 2 for each quark triangle since in each quark triangle one could
have drawn the quark lines with arrows in the opposite direction. This would give the
same contribution since the minus sign arising from the Dirac trace will be cancelled by
another minus sign arising from flavour factors.

In the following we will evaluate the diagram for the s-channel and subsequently
obtain the expressions for the other channels by an appropriate relabelling of indices

(sce (T20)).
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s-Channel
For the s-channel we straightforwardly get

d*ky
(2m)*

4
xiFfrgﬂqq(pz)iS(kl)) (iDy(p1 + p2))(—2) / ((;:)24

X (irslrgﬂ'qq(pll)is(k? — P4)il 5 9oqq(P1 + p2)iS (k2 + pz)irfrgnqq(m)is(kz)) ,

ZM;lrI;r’,cg =(-2) / Tr (Z'Ffrgwqq(pl)iS(kl =+ pl)irogaqq(pl + p2)iS(k1 — p2) x

Tr x

(4.11)
which we can simplify to
; Ak )
Mbed = —Qﬁqqm/ (2ﬂ)14 Tr (757 S(ky+p1)S(ky — pz)VsTbS(kl)) X
(4.12)
Cdk .
< (Dol -+ )2 [ 8 T (157 hs = p)S (b + )57 ()

where we replaced grqq(pi), which only depends on p? = m2 by the corresponding on-
shell expression grqq (see Section [2.5.1)).
As a next step we calculate the trace over flavour and colour space. Using

tr(rr) = 2 tr({7}) = 5 tr(26u1) = Niduy (4.13)

we get

. [ dY
M?rl;,cg = _6ab5cd(2Nch)29;1rqqZ/ (27_(_)14 tr (S(kl +P1)S(kl - pQ)S(_kl)) X

e (4.14)
< Dolpr+p2)i [ G 7 (S = pa) (s +s) (k)
where we also eliminated the ~ys-matrices via v55(p)ys = S(—p) for arbitrary p.
The most cumbersome part of our calculations will be the evaluation of the Dirac
traces and momentum integrals in the above expressions for the quark triangles. In
general we have to deal with an integral of the form

4
iD= i / (;’; i (S(—k)S(k +p)S(k +q)), (4.15)

where p and ¢ are arbitrary four-momenta. We call iA,, , the quark triangle. Evaluating
the traces and making clever substitutions in the integrals, one finds after some steps
(see Appendix [E.1]) that the quark triangle can be written in the form

ilpg=—4Mily(p — q) +4M(p - q)il3(p, q), (4.16)
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where we defined the elementary integra]lﬂ

d*k 1
(2m)t (k2 — M2 +ie) ((k + p)? — M? +ig) ((k + q)* — M? + ie)

il3(p, q) = / (4.17)
and iI5(p) is the integral we defined in Section

The integral il3(p,q) is in principle of the same kind as ¢I; and ily(p) but more
difficult to evaluate due to its more complicated momentum dependence. It depends on
the Lorentz scalars p?, ¢°> and p - q. A general treatise on the so-called scalar one-loop
integrals can be found in [80) [81, 82]. The main ideas and results will be described in
Appendix The integral iI3(p,q) (and also the integral iI4(p,q,r), which we will
define later) are implemented in the LoopTools package [83], which can be obtained
from [84].

Putting all our findings together we can write down the s-channel matrix element in
the form

Mgr?r’,cg = _5abécd(2NfNC)29f;qqi Dpy—py Do (p1 + p2)i D pyps - (4.18)

As we are studying on-shell pions, p? = ¢?> = m2 for each of the quark-triangles we
evaluated above. Hence I3(p, q) = I3(p?, ¢, p - q) only depends on p - q or alternatively
(p—q)* = 2(m2 —p-q). We can therefore also write i2\,, = i A ((p—¢)?). This
means in particular that both quark triangles evaluate to the same result. Similarly, the
sigma-meson propagator D, (p?) only depends on p? and using Mandelstam variables we
can write the above result as

ML = —5446ca(2NENe) 2 grgq (i O ()2 Do (s). (4.19)

TTT,S
Further Channels
There is a general replacement scheme which allows us to write down the results for

the other two channels without further calculations. To get from the s-channel to the
t-channel or the u-channel, we need to perform the following replacements:

’ Channel H Quantity ‘
s pr| p2 | P3| pa |[s|t]jufa|b|c|d (4.20)
t p1 | —p3 | —p2 | pa t|lslullalec|bd|d
U p1 | —pa | p3 —poflu|t|s]ald|c|b

The table is to be read in the sense that to get from one channel to another we have to
replace all the quantities in the corresponding row by those in the other row.

5The integral iI3(p,q) is convergent in contrast to il; and il2(p) and hence does not need to be
regularised. We will nonetheless also apply the Pauli-Villars regularisation scheme to this integral
for reasons of consistency. Note however that the difference between the regularised version and the
original iI5(p, q) is rather negligible. The same is true for the integral il4(p, q,7) (see (4.36)) where
we will also apply the Pauli-Villars regularisation scheme with two regulators.
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In the above case the replacement is rather simple, yielding

ML = —8ab8ea(2NENe) 2 ggq (i & (5))* Do (s),

M = —G0005a(2NeNe)2gingq (i A ())* Do (t), (4.21)
M;lr%,cg = _5ad5b0(2NfNC)2giqq(i AN (U))QDU(U)~

All matrix elements are identical functions of one variable, where in each channel the
result depends on the Mandelstam variable giving the channel its name.

Static Limit

So far in most other publications on NJL pion-pion scattering only the limiting case for
s = 4m2 and t = u = 0 has been studied. In this case, it is easy to show that all the
momenta of the incoming and outgoing particles have to be equal, i.e. p; = p2 = p3 =
ps =: p. Hence, in the center-of-mass frame all (incoming and outgoing) pions are at
rest, which is the reason why this limiting case is called static limit.

We will study the static limit because we will only be able to give the medium ex-
pressions for the elementary integrals iI; and il2(p) and for special cases (corresponding
to the static limit) of the integrals il3(p, q) or il4(p,q,r). For the latter two a general
temperature-dependent expression has yet to be found.

To obtain the static limit matrix elements we begin from and evaluate i A (p?)
and Dy (p?) at p? = 4m2 for the s-channel and at p? = 0 for the ¢- and u-channel. We
first calculate i A (4m2) =i/, and i A (0) = i\, p, which now only depend on one
external momentum p.

Following [40] we define the elementary integralﬂ

, . [ Ak 1 1

il(p) = ilz(p) = Z/ (27m)4 (k2 — M2 +ie) ((k + p)2 — M2 + i)’
N Y . 1 L

Hlp) = Z/ (2m)* (k2 — M2 +ie)” ((k +p)? — M? + ie)’

, o dY% 1 1

iL(p) = Z/ (2m)* (k2 — M2 +ig)® ((k + p)2 — M2 +ie)*

The integrals if, iK and iL only depend on p? rather than the four-vector p. In fact,
by performing the kg-integration these integrals can be written as the following radial
momentum integrals [41]

(4.22)

1 oo k2
1(p®) = — / dk
T =553 |, Ey(p? — 4B + ic)’

1 foo k2(12E2% — p?)
K (p2) — / k
{2 (p ) 87'['2 0 E]%(pQ —4E]%+Z€)27 (423)
20E% — p?)k?
472 Jo E3(p? — AE? + ie)?

k

"The integral iL(p) will only be needed later for the evaluation of the box diagram in the static limit

(see Section .

49



We performed this calculation for iI(p?) in Appendix . The above integrals can
then be calculated analytically for which some care is needed to take care of the pole
structure of the integrand. The calculations and the rather lengthy results are given in

Appendix
The results for the special cases of the quark triangles iA,, and i/, _, can be ex-
pressed in terms of these elementary integrals and one finds (see Appendix |E.2])
il = —4M (il(0) - p*iK (p))
ilsp,—p = —4Mil(p)

(4.24)

in agreement with [40]. For an on-shell momentum with p? = m2

iy and i A (0) = id,.
Next, we calculate D,(4m?2) and D,(0). We saw in Section that we can write
the meson propagator as

one obtains 1A (4m?2) =

1
D =— 4.25
M) = NN (0P~ RGP~ BT n) 2
which yields
D, (20) = 1
oP) = T ONN; (4m2 — AM2Yil (2my) — m2il (my))’
. (4.26)
DO’(O) = - ; :
2N Nt (—4M?iI(0) — m2iI(my))
and for an on-shell momentum p we get D, (4m2) = D, (2p) and D, (0) = D,(0).
Finally, in equation (2.81]) we wrote the quark-pion coupling constant as
9r = —NNi (u(o) +il(myg) — m?riK(mﬂ)) . (4.27)
Inserting the expression for iA, D, and grqq into (4.21)) we obtain
. iI(my))?
M = 545,42 otz : ,
! NeNe (i1(0) + i (me) — m2iK (m))* (1= 555 ) i1 (2ma) + g3l () )
absed 8 (i1(0) — m2iK (my) )2
Mﬂ-ﬂ:7t = _5a05bd 5
NeNe G1(0) + il (mz) — m2iK (mx))* (i(0) + {ipil(ms))
ab;cd 8 (ZI(O) M ZK ))2
MTmf,u = _5ad5chN . m2 .
eNe (i1/(0) + il () — m2iK (mg))” (i1(0) + f37il (mr))
(4.28)

for the matrix elements for pion-pion scattering via sigma-meson exchange in the static
limit, i.e. with s =4m2 and t = u = 0.
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Semi-Static Limit

We argued that we make the static limit approximation in order to obtain simpler
expressions for the invariant matrix elements which can also be calculated in a medium
approach. However, completely ignoring the momentum dependence of the sigma-meson
propagator is certainly not a very good approximation, especially when studying the
temperature dependence of the matrix elements (see Section . On the other hand
only the quark triangles depend on iI3(p, ¢) while the meson propagator only contains i/;
and il5(p). The two latter integrals can be calculated in the medium (see Appendices[D.1]
and . As a compromise between the full momentum dependence and the static limit
it is therefore suggested in [10], 47] to apply the static limit only to the quark triangles
while exactly calculating the sigma-meson propagator. We will call this approximation
semi-static limit. The matrix elements are given by

MEE = —§ap0ea(2NeNe) 2 grgq (i 2 (4m2))? Dy (s),

TT,S

abjed 4 .
M - _5(10(5501(z‘i\ff]\[C)zgﬂqq(Z A (O))QDJ(t)a (429)

Tt

absed __ 2 4 . 2
M7r7r,u - _6&d5bc(2NfNC) gﬂqq(Z A (O)) DJ(“’)?

where all appearing expressions have been calculated in the two preceding subsections.

4.2. Box Diagram

In the second type of diagram we consider the pion-pion scattering occurring via a quark
quadrilateral or quark box. The box diagram also exists for three different momentum
configurations as shown in Figure We label them with 1, 2 and 3. It is apparent that

Figure 4.7.: All possible box diagrams for pion-pion scattering.

the momentum structure is more complicated than for the sigma exchange diagram but
it is again possible to obtain the expressions for the different channels by an appropriate
relabelling:

’ Channel H Quantity ‘
1 pr| p2 (P3| pa || S|t ufalblcld (4.30)
2 pr| p2 |pa| p3 |[s|ult|albd c
3 pr|—pa|p3| —Dp2llu|lt|s|a|d|fc|b
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We evaluate the contribution from the first diagram to be

M = =2 [ i pUHS (01 + R (p3) S 01— s + )
x ngrqq(m)FﬂzS (=2 + k)igrgq (p2)TiS (k)
= —200 / (3:54 Tr(vs7*S(p1 + k) x
X 578 (p1 — p3 + k)y57S (—p2 + k)7 S (K)),

(4.31)

where the factor of 2 again comes from the fact that we could have drawn the internal
quark lines also in the opposite direction. Again, we can evaluate the trace in isospin
and colour space. We use the relation

tr(TaTchTb) f(éabdcd + 5ac(5db — 5ad50b) (4.32)
and get

M = AN Nt (SabSed + GacOds — OadOch)Gogg

[ dYk (4.33)
X l/w tr (S(p1 + k)S(—p1 +ps — k)S(—p2 + k)S(—k)) .
We have to deal with an integral of the form
. . d*k
Cpar =i [ (S 4 R)S(-p+a = S +K)S(-K)). (4.34)

which we will call quark boz. A rather tedious calculation (see Appendix [E.3) leads to
the following expression in terms of elementary integrals

Oy =2[200-p)(p-0) = (r-p)g* +7%(p- ) = (- Q)p*] iLa(p,q,7 + )
—2r-(p—q+r)ils(q—p,r)+2(p-r)ils(p,—r) (4.35)
—2(p-q)ils(p,q) +2(q- (p+7—q))il3(q,r +p)

+ 2ilz(p — q) + 2il2(p + 1),

where we defined the integraf]

. . d4k 1 1
ia(prq,r) = Z/ (@m)1 (K2 — M2 1 ie) ((k + p)? — M2 1 ie) |
1 1
C (k) = M) ((k+ 1) = M2+ ie)

(4.36)

(for general p, g and r) in analogy to ilz(p) and il3(p, q). We can evaluate this integral
similar to iI3(p, q) (see Appendix [C.5) and will again rely on the LoopTools package in

8As already mentioned for il3(p,q) we will also regularise this already convergent integral il4(p, q,r)
with the Pauli-Villars regularisation scheme we applied to iI; and iI2(p) for reasons of consistency.
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order to do so. The integral iI4(p, ¢, r) depends on the Lorentz scalars p?, ¢%, r%, p-q, p-r
and ¢-r. In the situation of pion-pion scattering the momenta p, ¢ and r are on-shell for
the pion and hence the dependence is only on p-q, p-7 and ¢-r since p* = ¢*> = r? = m2.

With the quark box i[, ;,» we can write the matrix elements for the contribution from

the box diagram in the following simple way:

Mab;cd — QNCNf((sab(st + 0gcOap — 5addcb)g;4rqqi|jp1,p3,p2>

7wl T
M5S = 2NNt (6abOcd — dacdab + GadOcb)9irqqiTps papas (4.37)
M?rljr’%i = 2]\fcj\ff(_éabdcd + dacdap + 5ad(scb)9;4rqqi[]p17p3,—p4-

Static Limit

We can also evaluate the box diagrams in the simplified situation of the static limit, i.e.
for p1 = p2 = p3 = ps =: p. In order to do so we have to calculate the quark boxes ilJ, , ,
and 0, , _,. We again use the integrals ¢I, i/, iL. The calculation in Appendix |E_'7f|
yields

iDpJLP = —QpZiK(p) + 2iI(0) + 2”(17),

. 4 2. . (4.38)
i0pp,—p = 2p iL(p) — 8p“i K (p) + 4i1(0).
Also plugging in the expression (2.81)) for gr¢, one obtains
. 4 1
ab;cd
U= ——(0ap0 dacOdb — 0adO
Mﬂ'ﬂ',l NCNf ( abYcd + acYdb ad Cb) 'LI(O) + ZI(mﬂ-) _ m%lK(mﬂ) i
ab;cd 4 1
S = ——(0ap0cd — 0acd dado.
Murz =y ; Gabed = Sacdap + Sad Cb)iI(O) +il(myg) —m2iK (my)’ (4.39)

(2i1(0) — 4m2iK (my) + mLiL(m,))
(G1(0) + il () — m2iK (my))°

. 4
M?rl;c:zfl =N (—0ab0cd + dacddb + Oaddch)
C

4.3. Results

We summarise the results obtained for the invariant matrix elements. We can write our
results as

Mab;Cd = (5ab50d + dacday — 5ad50b)M7m’1’

7,1l
MG = (Oapdea — Sacdab + Saddes) Mar 2. (4.40)
Mil;,cfid = (—6ap0cd + Oacdap + 5ad5cb)M7r7r,3

and

absed __
Mﬂ'ﬂ"s - 6(11)566['/\/171'71',87

Mil;;;d = OacOpaMorr t, (4.41)
Mgl;fg = 6ad5bCMTI'7T,’U,
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with
4 . 2
MTI’W,S = _(2NfNC)2g7rqq (7' A (S)) DU(S)v
2 4 : 2
MWTF,t = _(QNfNC) Irqq (Z A (t)) DtT(t)
Moru = —(2NfNC)29;4rqq (i A (u

(4.42)

N—
N—
(Y]
S
Q

~

I~

>

and
M7r7r,1 = 2NCNfgfrqqiDp17p3vp2’
M7r7r,2 = 2NCNfg§rqqiDP1,p47P27 (443)
M7r7r,3 = 2NcNfg;quqiDp17p37—p4‘

Recalling the decomposition of M2 into the different isospin channels (see (4.8))
we can identify the components A, B and C'. We get

A= Mﬂ'ﬂ',l + M7r7r,2 - M7r7r,3 + M7r7r,57

B = Mmr,l - M7r7r,2 + M7r7r,3 + Mﬂ'w,ta (444)
C= _M7r7r,1 + MTr7r,2 + M7TTI',3 + MTrﬂ',u-
Using (4.10) we then get
Mgm = 3M7r7r,1 + 3M7r7r,2 - M7r7r,3 + 3M7r7r,s + M7r7r7t + Mmr,u;
M71r7r = 2-/\/l7r7r,1 - 2M7r7r,2 + MTmr,t - Mﬂﬁ,ua (445)

Mgmr = 2M7r7r,3 + Mmr,t + Mmr,u

for the different isospin channels.

Static Limit
In the static limit we obtained
4 1
Many = Mar2 = 3o iI(0) + il (my) — m2iK (my)’
4 (2i1(0) — 4m2iK (my) +mEiL(my)) (4.46)
MTI'7T,3 = . . . 2
NeNte  (i1(0) + il (my) — m2iK (my))
and
8 (i1(m.))?
s — N N, - 5. 2 m2 )
tNe (i0(0) + il (ma) — m2iK (mz))” (1= 58 ) il (2ma) + f7il (mr))
2
Mors = Mym — 8 (iI(0) — m2iK (my)) 2 ‘
NN (G1(0) + iL () — m2iK (m2))? (i1(0) + {372l (ma) )
(4.47)
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Since some of the above matrix elements are the same the results for the different
isospin channels simplifies to

Mgm = 6-/\/l7r7r,1 - M7T7r,3 + 3M7r7r,s + 2M7r7r,t7
Mi. =0 (4.48)
M72r7r = 2-/\/l7r7r,3 + 2M7r7r,t-

We see that in particular the contribution from the I = 1 channel vanishes in the static
limit, i.e. for zero relative momentum between the scattering particles.

Scattering Amplitudes
With the expressions for the matrix elements obtained in the above sections we can
calculate scattering amplitudes and related quantities like scattering lengths and effective
range parameters. For pion-pion scattering in the NJL model this has been done in [41]
but only for [ = 0. Their convention for the scattering amplitudes is from [78] while
we will use slightly different definitions following [85], from where we also take the
experimental data we compare with.

The invariant matrix elements MZL_(s,¢) determine the T-Matrix according to (4.2):

(1°, pa; 1, paliT|m®, s w8, o) = (2m) 26 (1 +p2—p3 —pa)iME(p1, o, p3, pa). (4.49)

The T-Matrix is in turn related to the scattering matrix S via S = 1+ T (where S
should be a unitary operator). The elements of the S-matrix are given by

Sils) = 1+ 2ilplfi(s) (4.50)

(recall [p] = \/s/4 —m2), where the f;(s) are defined via the partial wave decomposition
of the scattering amphtude

i 20+ 1) fi(s)Pi(cos ). (4.51)
1=0

We conclude that the scattering amplitude f(s, t) is directly proportional to the invariant
matrix element M(s,t) with a real and possibly momentum dependent proportionality
factor. As further complication, the scattering amplitude f(s,t) is related to the ‘mea-
sured’ scattering amplitude F'(s,¢) (which in turn is related in the usual way to the
differential cross section) by the relatiorﬂ F(s,t) =2f(s,t).

The correct proportionality factor between f(s,t) and M(s,t) is easiest obtained from
the formula for the differential cross section in the center-of-mass system (CMS) for a

9The factor of 2 can be understood from the fact that for example in a scattering process 77 + 7~ —
7T 4+ 7~ the pions might have changed their identity or not. Those two cases are as a matter of
principle undistinguishable and the scattering amplitudes for both processes add (for fermions there
would be a relative minus sign). To be even more exact: When adding these amplitudes, for obvious
geometrical reasons [86] one has to add the amplitudes at angle ¥ and m — 1 but these are the same
in our case.
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scattering process A + B — C 4+ D where all particles have the same mass. The cross
section is given by [58)]

2
j—g(s,t) _ W (4.52)
On the other hand
99 (5,8) = |F(s, DI = [2£(s, )2 (4.53)
a0
and hence we get
f(s, 1) = M (4.54)

16m/s
With the help of this relation we get the scattering amplitudes f/(s,t) from the matrix

elements and performing the partial wave decomposition (4.51) we obtain the partial
amplitudes f{(s).

Scattering Lengths and Effective Range Parameters
The behaviour of the scattering amplitudes ff(s) for small [p] can be parametrised by
the scattering lengt}m alI and an effective range parameter blI . Following [85] we write

Vs I I 3l
WRGJCZ (s) = af +b[p" + O(p"). (4.55)
In the following discussion we will drop the Re in front of the scattering amplitudes
because they are purely real for small enough |p] and in particular for |p] — 0.

Let us first determine the usual S-wave scattering lengths. They are given by

al = lim Vs

|p]—0 2m,

fo(s) = fo(s = 4m3) (4.56)

since s = 4m2 if p= 0. For s = 4m2 it follows that ¢t = u = 0 and hence f!(s = 4m2,t)
does not depend on the scattering angle ). In that case the partial wave decomposition
is trivial and yields fI(s = 4m2) = fI(s = 4m2,t = 0). Obviously

1 1

1 2 1,sl. 1,sl.

=4m2,t=0) = Bl = ’ 4.
Fiis i 0) 167r\/§/\/17r7T 327, Mz (4.57)

where MZL5 denotes the matrix element in the static limit (see (4.48))). Taking the
above observations together we get

1

I I,sl.

— 9 . 4.

0 32mma M (4.58)

The | = 0 scattering length for the I = 1 channel vanishes since ML does. This is
related to the more general statement that due to the symmetries of the wave function

10This scattering length is for I = 0 up to a minus sign identical to the usual scattering length defined
in the effective range expansion: kcotdy = —1/a + (1/2)rea k> + O(k*).
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of two pions the partial wave decomposition for / = 1 only contains terms for odd I,
whereas for I = 0,2 only even [ contributes.

We calculate these scattering lengths (for I = 0,2) and compare them to the Weinberg
scattering lengths [87] (obtained from leading-order chiral perturbation theory)

2mg

aO,Wein. i My _
32m 2’

0 32 f2

and ag,Wem. _

(4.59)

where we will use the values for m, and f; we obtained in the NJL model calculations.
The results are shown in Table [4.1] together with the values for the matrix elements in
the static limit.

Param. Set [A] [B] [C] D] [E]
M 229.44 | -34.92 | -49.18 | -56.79 [ -74.79
M, -32.46 | -37.83 | -52.08 | -59.60 | -77.56
ML 34.01 | 3831 | 51.22 | 5837 | 75.77
M 30.26 | 35.91 | 50.51 | 58.18 | 76.33
MO 18.40 | 15.08 | 11.66 | 10.35 8.75
M2t 440 | -383 | -3.15 | -2.83 | -245
al [m; 1] 0.183 | 0.150 | 0.116 | 0.103 | 0.087
a2 [m; 1] -0.0438 | -0.0381 | -0.0313 | -0.0282 | -0.0244
My [MeV] 140.0 [ 140.0 | 140.0 [ 140.0 [ 140.0
fr [MeV] 93.64 | 100.50 | 111.03 | 116.99 | 125.88
ay™™ [m-1 | 0156 | 0.135 | 0.111 | 0.100 | 0.086
ag" ™ [mz1] || -0.0445 | -0.0386 | -0.0316 | -0.0285 | -0.0246

Table 4.1.: Results for the pion-pion scattering lengths a) in the NJL model compared to
the Weinberg results. The matrix elements in the static limit are also given.

We see that the results we obtained from the NJL calculations are in a rather good
agreement with the Weinberg predictions. However, only the values obtained for pa-
rameter set are physically meaningful since this choice of parameters reproduces the
correct pion decay constant.

In order to calculate the scattering lengths for [ > 0 or the effective range parameters
we need to consider the full dependence of the matrix elements on s and ¢. In general,
the scattering length alI is given by

I : Vs g : L g
= lim ——— = lim = 4.60
N i (s) M = fi () (4.60)
and the effective range parameter can be obtained as
d NG
b= lim — | 2/ . 4.61
L a) <2mﬂﬁ2l I <S)> 4oy
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We calculate the parameters alI for ] =0,2andl =0aswellas I =1and [ = 1. We
compare these results to those given in [85]. The authors obtain reliable wm-scattering
amplitudes by fitting to experimental low energy phase shifts. The results are shown in
Table The values for parameter set are remarkably close to the experimental

’ Param. Set H Experiment [85] H [A] ‘ [B] ‘ [C] ‘ [D] ‘ [E] ‘
a [m; 1] 0.230 4 0.015 0.183 | 0.150 | 0.116 | 0.103 | 0.087
at [1073m_?] 38.440.8 34.55 | 29.29 | 23.37 | 20.79 | 17.66
at [m; ! —0.0480 + 0.0046 || -0.0438 | -0.0381 | -0.0313 | -0.0282 | -0.0244
) [m7] 0.312 +0.014 0.243 | 0.185 | 0.134 | 0.118 | 0.0988
bl [1073m°] 4.75+0.16 3.7 2.6 1.2 1.6 0.8
by [my3] —0.090 £0.006 | -0.080 | -0.071 | -0.060 | -0.055 | -0.048

Table 4.2.: Results for the pion-pion scattering lengths alf and effective range parameters
bl in the NJL model compared to experimental results [S5].

values. In particular all the signs of the amplitudes and effective range parameters are
correct.

Chiral Theorems

When examining the matrix elements in the static limit (see Table one observes
that the matrix elements for the isospin channels I = 0,2 are rather small compared to
the matrix elements for the different diagrams (s, t, u, 1, 2, 3). This is due to a ‘delicate
cancellation’ between the sigma-exchange and box diagrams. In fact, in the chiral limit
these matrix elements (and hence the S-wave scattering lengths) vanish. This agrees
well with the behaviour of the Weinberg scattering lengths , which vanish because
my = 0 in the chiral limit. These observations can be understood in the context of
low-energy chiral theorems.

4.4. Pion-Pion Scattering in the Medium

To conclude this chapter about pion-pion scattering we will investigate the medium
effects on the quantities we calculated above. As described at the beginning of Chapter
we have to replace the vacuum integrals by the corresponding medium integrals obtained
in the Matsubara formalism. The result for il (pg, p) is given in Appendix For
the three- and four-point integrals, we are only able to calculate the medium versions
iK™ (po,p = 0) and iL ™ (pg, 7 = 0) of the static limit integrals for the special case of
vanishing three-momentum 7 (see Appendix [D.2)). For I3(p,q) and Is(p,q,r) we only
have the vacuum expressions.

This means that we cannot keep the full momentum dependence of the matrix elements
when going from the vacuum to the medium description. Let us consider the sigma-
meson exchange contribution

Mary = —(2NiNe)2 g, (i A (v))? Dy (v) (4.62)
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where v stands for one of the Mandelstam variables s, ¢t and u. The quark-pion coupling
constant grqq is not momentum dependent and can be expressed in terms of ¢1(0), i1 (m)
and iK(my). It can therefore be easily made temperature dependent. The propagator
D, (v) is momentum dependent but only depends on the integrals I; and I»(v). Hence
it can be moved to the medium while keeping the full momentum dependence. The
problematic term is the quark triangle ¢ A (v). It contains the integral il3 for which
we do not have a medium version. However, one observes that the quark triangle in
the vacuum does not depend strongly on v (see Figure . This suggests that it is a

iA(s) [MeV] [iA(v)| [MeV]

ol 15 /
sl

6b

ab

2L

L L L L L L L ! I 1 L L ~-v [MeV
200 500 600 700 800 900 1000 ‘S MeV] 200 400 600 800 7000 \V MeV]

Figure 4.8.: Momentum dependence of the vacuum quark triangle i A (v) for v = s, i.e.
v > 4m2 (left) and v =t or v = u, i.e. v < 0 (right) for parameter set [[A]

rather good approximation to evaluate the quark triangles for the special momentum
configuration of the static limit. The resulting expression i A (0) and i A (4m2) only
depend on the integrals ¢/ and iK and can be moved to the medium. For the quark
box diagram we proceed accordingly and approximate the quark box ¢[] in the static
limit such that we can calculate it in the medium. Figure shows the temperature
dependence of the quark triangles and quark boxes in the static limit. The plots show
that the quark loops show indeed a rather strong temperature dependence, which should
not be neglected (and is discussed at the end of this section).

Re(iA) [MeV] Re(id)
25 + -0.04

20 -0.05

-0.06

-0.07

5F
\\ -0.08 [

‘ ‘ T [MeV] ‘ ‘ T
50 100 150 200 250 | MeV] 50 100 150 200 2

25 TMev]

Figure 4.9.: Left: Temperature dependence of the quark triangles in the static limit for
parameter set Solid line: t-, u-channel. Dashed line: s-channel. Right:
Analogous plot for quark boxes. Solid Line: Channel 1, 2. Dashed line:
Channel 3.
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The above approximations correspond to the semi-static limit in the case of the sigma
propagation diagram and the static limit in the case of the quark box diagram. Moreover
we have to take into account that we only have the medium versions of i{K and ¢L with
vanishing three-momentum while i/ can be calculated for arbitrary p = (pg, p)'. In our
medium calculations we will hence evaluate all the integrals i/ (pg, p), iK™+ (po, p) and
il (po,p) at § = 0 and pg = p? except for the Ir(v) (v = s,t,u) in the sigma-meson
propagator, which we will for simplicity evaluate at p = (1/s,0)! in the s-channel and at
p = (0,p)! with p?> = —t, —u in the ¢- and u-channel.

Static Limit
In the following we want to calculate the medium dependent scattering lengths a3 and a3.
For those we only need to consider the static limit. Since we can only evaluate iK™ (pg, p)
and iL T (pg, ) for 7= 0 the pions need to have momenta p; = ps = p3 = py = (M, 0)7,
i.e. they are at rest relative to each other and to the thermal medium. The static limit
approximation is obtained from our general medium description by also evaluating the
sigma-meson propagator in the static limit. The quark triangles and boxes are evaluated
in the static limit in any case. The expressions for the invariant matrix elements are
identical to those for the vacuum static limit with the vacuum integrals replaced by the
corresponding medium versions with p’= 0. For M and m, we have to take the T- and
pu-dependent results from Section |3.3]

We set 1 = 0 and calculate the [ = 0 scattering lengths a) and a2 as a function of 7.
Before we discuss the results, let us return to the plot of the quark and meson masses
(Figure [4.10). We have also included a line for the constituent quark mass M and for

Mass [MeV]
6001

500r
400r
300

200

100

50 100 150 200 250" tMeV]

Figure 4.10.: Constituent quark mass and masses of m and ¢ mesons for p = 0 as func-
tions of T" for parameter set

the half sigma-meson mass. Three temperatures (marked by dotted lines in the plot) are
of particular interest. The following discussion uses the results from parameter set
Note that in the chiral limit all these temperatures would be identical and coincide with
the chiral second order phase transition. Away from the chiral limit these temperatures
mark the corresponding chiral crossover.

e For temperatures larger than 7"~ 153 MeV the pion mass m, is larger than the
constituent quark mass M. This means that the energy of the intermediate sigma
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meson in the s-channel is larger than two times the constituent quark mass, which
opens the o <+ gq¢ channel (or 77 <+ ¢¢ channel) resulting in an imaginary part of
D, (s) and hence in an imaginary part for the matrix elements.

e At the dissociation temperature Tyiss & 157 MeV we have 2m, = m,. This means
that the real part of the inverse of D,(2m,) = D,(m,) vanishes. Due to a non-
vanishing (but small) imaginary part of the inverse propagator, D,(2m,) exhibits
a sharp peak (instead of a divergence) and hence the same is true for the s-channel
contribution to the static limit sigma-propagation diagram, where D, (2m ) enters.
This results in a peak in the I = 0 scattering length (but not in that for I = 2). The
physical interpretation is that the 7w — o process becomes resonant at threshold.

o At Tiiort = 174 MeV we have m, = 2M. This opens the decay channel of one pion
decaying into two quarks (7 <+ ¢q). At threshold this leads to a divergence of the
quark loops (see Figure and since these enter in both isospin channels, both
a8 and ag diverge. The decay into two quarks is an unphysical artefact of the NJL
model, at least in the confined phase. But as the chiral and the deconfinement
crossover happen at roughly the same temperature, one could argue that at Tyt
the decay into free quarks should be indeed permitted.

The results for a) and a? are plotted in Figure (see also [43]). We see that the

Re(@”?) [Mrvac ] Im(@%2) [Mrrvac ']

0.8

L L L L L T[Mev]
50 100 42 15 0
0.4
L
0.2
20

= T [MeV]
250

56 160 150 20‘0
Figure 4.11.: Temperature-dependent medium solutions for the scattering lengths a) and
a2 at = 0 for parameter set [A]lin units of the inverse vacuum pion mass.

scattering lengths are almost constant over a large temperature region (up to about 100

MeV) and are close to the Weinberg value (see Table for T'= 0. As expected there
are singularities at T' = Tyjss and T = Tiott-
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5. Extended NJL Model

In the following Chapter we will study the implications of an extended NJL model,
which in addition to the scalar and pseudoscalar interaction channels also includes a
vector and a pseudovector four-point interaction. Such an extended setting is studied
for example in [48], 88| [89]. The extended model will allow the scattering of pions via an
intermediate rho meson (see Section [5.2)). It is argued for example in [48] that the pion-
pion scattering cross section has important contributions from the rho-meson exchange
diagram, especially in the s-channel. The interaction Lagrangian is given by

Ling. = go |(B0)? + @irsT9)?| — gv [(B1#79)? + (Pr*2570)?) . (5.1)

The first two and the latter two terms are chiral partners, i.e. they transform into each
other via chiral transformations. As in Chapter [2] we denote the first and second term
by ¢ and m, respectively. The vector-isovector and the pseudovector-isovector terms are
called p and a1, respectively. Writing the Lagrangian as

L=9Gd—m)p+ > gu(WTyy)? (5.2)
M
we identify
[, =1, I%=iyr" TH®=+"7" and TI5" =l ys7" (5.3)
and
go =9gr =9s and gy = ga; = —Gv- (5.4)

Gap Equation
We consider again the gap equation

M=m+> Sy (5.5)
M

with
4

Sas = 2gaTari / (‘;;;4 Tr (TarS(k)) . (5.6)

The only contribution comes from the scalar term since for the others the trace over 7¢
vanishes. Hence the result for the gap equation is exactly the same as for the simple
NJL Lagrangian (see Section [2.2)), i.e.

M = m + 8N¢Negs Mily (M). (5.7)
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5.1. Mesons

The study of the Bethe-Salpeter equation (2.45)) in RPA will turn out to be more com-
plicated than in the case with only scalar and pseudoscalar interactions since we will
observe a mixing between some interaction channels.

Polarisation Functions
To begin with, we calculate the polarisation loops

A1k
2yt T (TS 4 P)TS () (5.8)

First, we consider the diagonal terms Jys a(p) =: Jav(p). We have

Jo(p) = Jo(p®) and  JP(p) = SapJx(p”) (5.9)

(o) =i

with
Jo(p?) = 2NN (2301 — pils(p?)) (
5.10)
Jo(p?) = 2NeNg (2001 — (p* — AM?)ilo(p?) ),

which are the results from Section 2.5
We introduce T""(p) and LM (p), the projectorﬂ onto the transverse and the longi-
tudinal part:

oV LoV
T (p) = = P2 and L (p) = 22 (5.11)
p p
For the p-channel we get
T (p) = 6T (p) o (p°) (5.12)
with 4
Jo#?) = SNeN; (=2l + (p +2M2) il (p?)) . (5.13)
The polarisation function in the a;-channel has a longitudinal and a transverse part:
T (p) = 8y (T () T (0) + L (p) T (0%)) (5.14)
with 4
TS (%) = S Nei (=2i + (p* - 4M?) i (p?)) (5.15)
and
JO8(p?) = —8N Ny M?il(p?). (5.16)
"These projectors fulfil the relations T (p)T"*(p) = T"*(p), L*,(p)L"*(p) = L"*(p) and

T (p) L (p) = LA, (p)T**(p) = 0 as well as T (p) + L*’(p) = n**, which makes them orthog-
onal projectors. Moreover T4 (p)p” = 0 and L*,(p)p” = p", which is why they are called transverse
and longitudinal projectors.

In addition, the projectors fulfil the trace identities Ty, (p)T"" (p) = 3, Luw(p)L*”(p) = 1 and
Ty (p) L (p) = 0.
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The calculations of the above polarisation functions can be found in Appendix [F-1]
Next, we consider the off-diagonal terms Jys v (p) with M # N. All combinations of
o with another channel vanish because a trace over 7% is to be taken, i.e.

Jop = I8, = i = JhE = Jie = i =, (5.17)

o,a1 ai,o
It is moreover possible to show (see Appendix |[F.1)) that also

Jieb = Juab — Juvab — juab — (), (5.18)

p,a1 ai,p
The only off-diagonal terms that do not vanish are J&4°(p) and J£%(p). One calculates

a1,m
(see Appendix [F.1])

JHb(n) = 8, AN Ny MpHils(p?) =: g

T,a1

p#

N

Tr.ar (P) (5.19)

with
J7r,a1 (p2) = i4NcNfM\/];Z‘IQ(p2) (520)
and
JED(p) = JEb(—p) = —i6 AN Ny MpHila(p) =: 6 Ly, (p%) (5.21)
a1,m\P) = Jra \7P) = abF N INFMIPT12(P) = ab\/p a1,m\P .
with

Jarn(9%) = 4NN M p2iL (07). (5.22)

Comment on the Transversal Parts of the p- and a;-Meson Propagators

We should note that our choice of regularisation is not without complication. We chose
Pauli-Villars regularisation, where we regularised the elementary integrals by adding
integrands with different masses. However, we tacitly decided not to regularise possible
factors of M in front of these integrals. This implies that the equation

I = M?*1,(0), (5.23)

which is ‘correct’ before regularisation, becomes incorrect after applying Pauli-Villars
regularisation. It is argued in [90] that it is impossible to obtain reasonable results
for M and f; and at the same time fulfil relation , which is why we follow the
recommendation not to regularise factors of M in front of the elementary integrals.

The problem with this relation being violated is that the rho-meson polarisation func-
tion

J,(p%) = gNCNf (—zul + (p2 + 2M2) i[g(p2)) (5.24)

does not vanish for p = 0, which it should due to vector current conservation [60]. To
repair this unphysical behaviour we have to change .J,(p?) and replace I; with M?I5(0)
by hand. The polarisation function then reads

J,(p?) = %NcNf (—2M212(0) + <p2 + 2M2) i]g(p2)) (5.25)
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and it is obvious that this vanishes for p = 0. To preserve the symmetries of the model
we need to treat the a; on the same footing as the p and hence we also rewrite

4 . ,
JélianS(pQ) — chNf <—2M2212(0) + <p2 _ 4M2> ZIQ(p2)) . (526)

Meson Propagators

Now that all the polarisation functions are determined, we can calculate the meson
propagators. First, we consider the o and p since they decouple from the other channels.
We use the notation Dz ar(p) = Da(p). We have

—295
Dy(p) = ——F~ 2
L TR A 20
(as in Section and
D (p) = b | L9 (p)2gs + T (p) 50—
8 14 29yJ,(p?) (5.28)
=t dap (L (p)29% + T (p) Dy (p?))
with 5
Dy(p?) = s (5.29)

T 14 2g0J,(p?)

(the calculation is found in Appendix . Except for the trivial longitudinal part, the
p-meson propagator is purely transversal.

The determination of the propagators in the m and a; sector is more complicated as
the off-diagonal polarisation functions are non-zero. As a result, in addition to D;‘;l”ﬂ (p)

and D4 (p) there will also be mixed propagators D2 (p) and D2 (p).
We write the solutions as
D(p) = Din(p) = dapDr(p") (5-30)
and
DLt (p) =: dap (T (p) D™ (07) + LM () DiM(p?) ) (5.:31)
as well as
ab p” 2 ab pﬂ 2
DES2 (p) = dab—= Dra1 (p°) and D% (p) = 6ab—2Da177r(p ). (5.32)

e s o s

We then solve for the introduced scalar-valued functions. The transversal part of the
a1-propagator decouples and is given by

29

tr _ v

DI 0) = g g ) (5.33)
v al
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The longitudinal part of the a;-propagator, the pion propagator and the mixed propa-
gators are coupled via the matrix equation

Dr Dw,al = 295 0 + 29s 0 I J7r,a1 D, Dmal
Dal’ﬂ D(llolng 0 29\1 0 _29v Ja1,7r J(lﬁng Da1,7r D(llolng :

(5.34)
The solution is given by
_2ng10ng(p2) 1 4gsng7r a (p2)
DTr(p2> = 2gS 2l 2 9 DTI',CLl( 2) - —’217
29 JD((zfz))Jr 1 4g gDJ( . )(pQ) (53)
Dlong 2 — 2 V_ ST Da - 2 — sYvday,w
al (p ) g D(pQ) ’ 1, (p ) D(p2)

with the determinant
D(p?) = (1= 207x(0%)) (1 + 20075 (0%)) + 4959 T (0) Tar e (0). (5.36)

The complete calculation is found in Appendix

In analogy to the alternative representation of the meson propagator in Section [2.5.1]
we will in the following rewrite the above determinant D(p?). Inserting the expressions
for the polarisation functions in terms of elementary integrals gives

D(p?) = (1 - 2g.2NeNe (2001 = p?ila(p?))) (1 = 208NNt M2i L (p?))

2 (5.37)
+ 49,9y (ANNp) 2M2p? (iL(p))
which, using the gap equation ([5.7)), can be written as
m , :
D(p?) = (M + 4gSNCpr2112(p2)) (1= 169 NeNeM2iL(p?) )
2
+ 64gsg¢ (NeNe) 2 M2p? (ila(p?)) (5.38)

= % + (4gsp® — 169y Mm) N Nyily(p?).

Mixing of Pion and a;

At this point we should remark on the interpretations of the different propagators. We
obtained a transversal and a longitudinal part of the a;-propagator, where the longitu-
dinal part mixes with the pion propagator and the transversal part decouples. However,
we in fact interpret the transversal part of the a; meson as the physical a; (which has 3
polarisation degrees of freedom) while the physical pion consists the pion and the longi-
tudinal part of the a;. In the following we want to describe the full pion in the extended
NJL model. The scattering matrix 7" for the pion sector is given by

T = -T2DP(p)lY — T2DEe (p)TY, |, — T2 Db (p)rt — 12 praebrt

T T,a a1, a1,p""a1,m ai,p ai,v
. . b . pt b
— —(2757-@)6abDﬂ. (p2)(1757' ) — (ZVSTQ)ﬁdIbDﬂ’al (pQ)(,yuryg)T ) (5.39)
pt pt'p”

— ('7;/757—(1)ﬁ5abDa1,7r(p2)(i'757-b) — (V5™ 2 D8 (p?) (,v57°)
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and can be written in short as

2 2 1
T = —(Taéabrb)(m,\/}%%) (%’ip ﬂ) Dgz;fg )> ( \/pl 575) : (5.40)

Observe that we omitted the tensor product sign in (7%94,7%) = (7% @ 7°) and also
between the row and the column vector containing the vys-matrices.

The propagator matrix has a D(p?) in the denominator of each component. The mass
of the pion corresponds to the pole of T and hence to a zero of D(p?), i.e.

D(p* =m2) =0. (5.41)

™

We determine the pion mass for modified parameter sets - where we set g5 to
the value previously assigned to g and let g, vary from 0 to 2gs. The results are shown
in Figure As expected, for g, = 0 we obtain the result for the simple model (see

mp [MeV]
200
200 _—

_ ////
—
-

180 ///
160 - /
140 L . L —9v/9s

0 0.5 1 1.5 2

Figure 5.1.: Pion mass m, for parameter sets - (lower to upper) with gs = g as a
function of gy.

Table [2.2). The fact that the pions are massless in the chiral limit is not affected by
introducing an additional vector interaction channel.
Using the pion mass we can write D(p?) as

D(p®) = D(p®) — D(m2)

™

= NpNe [4gs (p2i12(p2) — mﬁ[g(mfr)) — 169, Mm <i[2(p2> _ iIg(mf,))} 7 (5.42)

were the zero for p?> = m2 is now obvious.

In the following we want to investigate the pole structure of 7' in the pion sector.
To this end we write the T in pole approximation. A straightforward calculation in

Appendix [F-3] yields

1 o o
b
T = _(TaéabT )p2 — m72r <gpsZ’75 — tGpv \/P’YL’)) & <gpsZ’75 — tGpv \/P’YL’)) s (5~43)
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where we introduced the pseudoscalar and the pseudovector quark-pion couplings g, and
gpv corresponding to the vertices iys and ip/+/p* (or —ip/+/p* for outgoing momenta).
The coupling strengths are calculated to be

2 2
A Q%E%g) and g = (a2 ig)z)—;)fl()m%) (5.44)
with
a = —2gs — 4gsgv S 8 (m2) = =295 + 32N Nigsgy M*ily(m3),
d = 29, — 4g:g¢Jx(m2) = 29, — SNeNegage (211 — m2ily(m?)), (5.45)
b = —idgsGyJr.ar (M) = 16N Nigsgy Mmilz(m2)
and

D/(m2) = NiNe 29, (i(0) + il(m2) — m K ()
. (5.46)
- BQVW (

T

iI(0) — iI(m2) — miK(mi)) } .

We present them in Figure[5.2] For g, = 0 the result for gps coincides with gy in the
simple model (see Table [2.2]).

Ops Jpv
0.8F
0.6

0.4

0.2

3 L L L L /
r_—70u5 1 15 2 9% ‘ ‘ ‘ 2 9v/gs

0 0.5 1 1.5

Figure 5.2.: Coupling constants gps (left) and g, (right) for parameter sets— (lower
to upper) with gs = g as a function of gy.

For comparison we look at the ratio of the two coupling strengths, which is given by
the simple expression

gps @  —1+416NNigy M2ilr(m2)’ '

The results are shown in Figure [5.3]

We see that for values of g, not too large the coupling g,y is about one order of
magnitude smaller than gps. If we wanted to include both vertices (ivs and ip/ V/p?) for
the pion, the calculation of the matrix elements for pion-pion scattering would become
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Figure 5.3.: Ratio of the coupling constants gps and g, for parameter sets — (upper
to lower) with gs = g as a function of gs.

extremely more difficult, especially for the quark box, since each of the four pions has
two instead of one vertex contribution. We will therefore neglect?] the pseudovector
contribution to the pion for future calculations in the extended NJL model.

Rho-Meson Mass
So far, we did not fix the value of the vector coupling g,. We will determine it by fitting
the vacuum rho-meson mass to the literature value m, = 775.45 MeV [66]. If we were
to include the full description of the pion as discussed above, a global fit to the pion
mass and decay constant as well as the rho-meson mass would be necessary since all
these observables depend on the vector coupling. Since we however chose to ignore the
pseudovector contribution to the pion, its properties will be determined exactly as in
Section 2.5 and therefore do not depend on gy.

The mass of the rho meson is determined by the pole of the propagator D/ﬁ“”ab(p) and
consequently by a pole of D ,( p?). The real and imaginary parts of the inverse propagator
D;l(pQ) are shown in Figure Due to our choice of TH = nt¥ — ”2—5" (we could have

D(p?) [GeV2]
0.15r

0.101

0.051

Re
/”x p? [GeV?]

-0.2 0.2 0.4 .6 0.8 1.0

-0.051

—0.10F

Figure 5.4.: The inverse rho-meson propagator —D;l(pQ) for parameter set with
gy = 1.018¢s.

12A full description of the pion is used for example in [48] where the authors calculate the contribution
from the s-channel p-meson exchange to the pion-pion scattering matrix elements.
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defined it also as TH = p;—é’y — ") we expect —D ! (p?) (rather than D! (p?)) to be

shaped similarly like D !(p?) and D, !(p?) (see Figure .

We observe that the real part of —D;l(pQ) has a negative slope after the p? = 4M?
threshold (seen as kink). This means that —D,*(p?) can only have zeroes at all (except
for larger momenta as artefact of Pauli-Villars regularisation) if it has a zero before the
p?> = 4M? threshold. In that case this first zero is interpreted as the mass of the rho
meson. This implies that in our model m, < 2M.

For parameter sets [[A]| and this cannot be fulfilled if we try to reproduce the
physical rho meson mass since 2M < 775.45 MeV, which is why we do not use these
parameter sets for our description of the rho meson. For parameter sets - we
determine g, such that m, = 775.45 MeV. One obtains the parameter sets shown in
Table We will use these choices of parameters for the following calculations.

’ Param. Set ‘ [C] ‘ [D] ‘ [E] ‘
A [MeV] 800 820 852
m [MeV] 6.77 6.70 6.54
gs\? 3.49 3.70 4.16
Gv/ s 1.02 1.54 | 2.29

M [MeV] | 395.0 | 446.3 | 549.4
my [MeV] | 140.0 | 140.0 | 140.0
my [MeV] | 7947 | 896.3 | 1101.4
m, [MeV] | 775.45 | 775.45 | 775.45

Table 5.1.: The model parameters (A, m, gs and g,) using Pauli-Villars regularisation
and the resulting value of the constituent quark and meson masses.

The determination of temperature-dependent rho-meson masses runs into problems
since for all parameter sets already for rather small values of T" the real part of the inverse
rho-meson propagator does not have a zero at all (discarding artefacts of Pauli-Villars
regularisation). This means that our method of determining the rho-meson mass fails.
This is not a problem since we only needed the vacuum rho-meson mass to determine
the model parameter g .

5.2. Pion-Pion Scattering

Our goal remains to calculate the pion-pion scattering amplitudes in the NJL model. In
the extended NJL model there are two changes to the calculations. The first one is the
fact that the pion also has a contribution from the ai-channel, which we discarded in
the previous section to keep our calculations manageable. This means we will calculate
the pion propagator, mass and coupling to the quarks as we did in Chapter

The second change we have to consider is the emergence of a new diagram. In addition
to the quark-box diagram and the sigma-propagation diagram there will also be a rho-
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propagation diagram where we consider the scattering of two pions via an intermediate
rho meson. These diagrams are analogous to the ones in Figures [4.4] and with
the intermediate sigma meson replaced by a rho meson. The s-channel diagram is shown
in Figure [5.5}

Figure 5.5.: Rho propagation diagram in the s-channel.

The calculation of the diagrams is analogous to those for the sigma meson but the
Lorentz index structure is more complicated. By a straightforward evaluation of the
diagram we get for the s-channel

 gabe d*k a . e -
z./\/lwl;p"is =(-2) / W Tr (zfﬂgﬂqq(pl)zS(kl + p1)il, iS(k1 — p2) X
b . - yuv,ef d4k2 (548)
szﬂgwqq(pg)zS(kl)) (1D (p1 + p2))(—2) / 7(2@4 Tr x

% (10 Graq (0)iS (ks — pa)iT} i (ks + p3)iT% Graq(p3)iS (k2) )

which we further simplify to

. otk . .
Mol = —giqq%/ Ty (757' S(k1 + p1) vt S (k1 — pz)’YE’TbS(kl)) X

(2m)*
uv,ef . d4k2 d f c
x D" (pr + p2)2i / (2n) Tr (’YsT S(ky = pa)vut! S(ka + p3)vsT S(kQ)) :
(5.49)
Using
tr (T%%C) = Nricape (5.50)
we get
ab;cd 4 2 . 4k1
Mﬂ'ﬂ:p,s = gwqq<2NfNC) gaebedfcl/w Tr (S(kl +p1)7u5(k1 _pQ)S(—kl)) X
(5.51)
[ dYk
< DR (o1 )i [ G T (802 = pa) S+ p9)S(—h2)),
where we also eliminated the vs-matrices via v55(p)ys = S(—p).
We introduce the quark triangle
Al [ dYk "
Ak =i / ) (SRS + S +-a)). (5.52)
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With this we can write the invariant matrix element as
Mgrl;;f)fls = Eebagfcd(2NfNC)2g;quq(plap?vp37p4)i Agl,—pz D/?juu(]gl + p2)i A11104,103 : (553)
The quark triangle iAL | is a Lorentz vector and can be calculated with the ansatz
iy =Vip® g, )"+ Ve’ 4,47 (5.54)
The calculation in Appendix [F.4] leads to the result

Vi(p?,p-4,0%) = 2i[ - Ia(p) + ¢*I3(p, q) T g e\ @) —aRp -0

~ P’ I3(p,q) — p- al2(p )+p qu( —q)+¢’p-als(p,q))], 5.55)
Va(p?,p - 4.0%) ZQi[—]z(Q)+p213(paQ)+ 2(1?212 ~*h-q)

~ P’ I3(p.q) — p- al2(q )+p qu( q)+ - als(p,q) )|

Since the momenta p and ¢ are on-shell for the pion, the expressions simplify a bit and

we get
iNy,=Vp—a @ +q") (5.56)
with
2
Vp—aq) = —5 35X
(p—q)? —4m3 (5.57)

x [2m?2 (ila(mz) = m2ily(p.q)) — ((p — 0)° —2m2) il2(p — q)] ,

where V is a Lorentz scalar and only depends on (p — ¢)? (or p- ¢ alternatively)E The
function V seems to have a singularity for (p — ¢)? = 4m2 due to the denominator but
the term in square brackets also vanishes and it turns out that V' has only a removable
singularity and V (4m2) is finite.

Finally, we insert the rho-meson propagator

Dl b(p) = dap (L (p)2g¢ + T (0) Dy(p?)) (5.59)
and do the contraction over isospin and Lorentz indices. The isospin factor reduces to

6aebf'sdfc(sef = Eebafecd = 5ad5bc - 5acdbd (560)

'3In [48)] the authors calculate this vertex function for the extended pion. In that case —g2,,V (p — q)/2
is to be replaced by

Gps(gps + gpv)il2(mx)

et In) (- 0~ ity - @) - iBno)] 4 20tiBa)] (55

2
Jav . .
— gz (P =) +2M%)il2(p — q) = 2001 ],

which in the limit gpv = 0 and gs = grqq is identical to our formula.
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for the s-channel. Summing over the Lorentz indices we encounter the expressions

AN (1,42, 93, 00) = 1 DG, g T (@1 = 02)i0g, g,

long - b (5.61)
2 (QL q2, 43, (J4) =1 AQLQQ L,u,l/(ql - Q2)2Aq3,q4
(with ¢1 — g2 = q4 — g3 and g7 = m?2 implied). We calculate
q1 — q2)p\q4 — 43
N8 (g1, q2,03,01) = (Vg — @2))° (1 + qz)“( (ql)ﬁ(q2)2 )”(q3 +q4)”
2 (af — &) (i — 43) (562)
= V(g1 — ¢2)) =0

(@1 — q2)?

because of the on-shell condition. We hence observe that the longitudinal part vanishes.
The transversal part is

LT (1, g2, q3,qa) = 1 A (M — T (@1 — 2)) 1AL, 40 = Mt A, AT
= (Vg — 02)* (¢ + q2) - (g3 + q4) (5.63)
=V (s)*(u —t).

With the help of the above we can write the matrix element as
MEBL = (§0q0he — GacOba) (2NENe) gagy (V(5))? Dy(s)(u — ). (5.64)

Applying the same replacement scheme as for the sigma-meson exchange diagram (see
(4.20)) we obtain the results for the different channels:

M — (8,48 — SacOha) (2NeNe)2glaq (V(5))? Dy(s)(u — 1),

TTP,S
MEE = (Sap0ed — 0aadhe) (2NeNe)2ghaq (V(1))? Dy(t)(s — ), (5.65)
M = (§ap0ea — dacOan) (2NENe)?gngq (V ()2 Dy(u)(s — t).

We expressed all momentum dependence in terms of the Mandelstam variables. Because
of the momentum scalar product in 2% (¢;, g9, q3,q4) it is not possible to write the
matrix elements in a certain channel solely as a function of one Mandelstam variable
(in contrast to the sigma propagation diagram). The reason is that the quark triangles
have a more complicated momentum structure due to the vector nature of the rho meson
vertex.

Static Limit

Let us again study the static limit of the above matrix elements, i.e. for p; = ps = p3 =

ps = p or equivalently s = 4m2 and t = u = 0. The matrix element in the s-channel

vanishes because the factor (u —t) is zero. So, we only need to evaluate D, and V" at 0.
For the rho-meson propagator we have

29y

D,(0) = TT500,0) 20 (5.66)
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We further calculate
V(0) = —il(my) — iI(0) + m2iK (my). (5.67)
This cancels exactly with g4, given according to by
rag = —NeNp (z‘I (0) + il (my) — m%iK(mﬂ)) : (5.68)

The final result for the matrix elements in the static limit is

M?rl;z[,is =0,
Mgrl;;(,it - (5ab50d - 5ad5bc) 32gvm72r; (569)

MEED = (§ap8eq — SacOap) 32gvm>.

Semi-Static Limit

Again, it might be too inexact to throw away the full momentum dependence of the
matrix elements as it is done in the static limit. In analogy to the sigma propagation
diagram, we keep the full momentum dependence of the propagator. Following [48] we
also keep the momentum factors (u — t), etc. in the end of the expressions. Only the
function V will be evaluated for s = 4m2, t = u = 0. The matrix elements hence read

ML = (SadObe — SacOha) (2NiNe) grgq (V (4m2)) Dy(s) (u — 1),
MEZC = (Sap0ed — 0aadhe) (2NeNe)2gaq (V(0))? Dy(t)(s — ), (5.70)
ML = (p0cq — OacOap) (2NENC)gagq (V(0))? Dp(u)(s — t).
We already calculated V(0) for the static limit (see ) V (4m2) will be evaluated
numerically (as a limit) since V' has a removable singularity at that point.

))? D
))* D

5.3. Results

We calculate the invariant matrix elements for the different isospin channels (see Sec-
tion[4.3)) again with the additional contribution from the rho-propagation diagram, which
we write as

MEEEL = (6440be — GacOba) Mamp,s,
M = (SabOed — Saadhe) Mampt, (5.71)
M = (8ap0ed — SacOab) Marpu
with
Marps = (2NeNe)2gh4q (V(5))? Dy(s) (u — 1),
Manpi = (2NiNe)>gigq (V(1))? Dy(t)(s — ), (5.72)
Marpu = (2NeNe)*g1gq (V()? Dp(u)(s — t).
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We can identify the isospin components A, B and C of M%°d and get

A= Mﬂ'ﬂ',l + Mm‘r,2 - Mﬂ‘ﬂ’,3 + M7r7r,s + Mmrp,t + Mﬂﬂp,ua
B = Mﬂ'ﬂ',l - M7T7T,2 + M7r7r,3 + M7r7r,t - Mﬂ'ﬂ'p,s - Mﬂﬂp,ua (573)
C = 7-/\/171'71',1 + Mmr,Q + M7T7l',3 + Mﬂ'ﬂ',u + Mﬂ'ﬂ'p,s - Mﬂ'ﬂ'p,t'

Using (4.10) we obtain for the different isospin channels:

Mgm = 3M7r7r,1 + 3M7r7r,2 - M7T7I’,3 + 3M7r7r,s + M7r7r,t + MTmr,u + 2M7r7rp,t + 2M7r7rp,u>
M71r7r = 2M7T7T,1 - 2M7r7r,2 + Mﬂ'ﬂ',t - Mﬁﬂ,u - 2-/\/171’71',0,5 + Mﬂ'ﬂ'p,t - Mﬂ'ﬂp,’u’
Mzmr = 2M7r7r,3 + M7r7r,t + M7r7r,u - M7r7rp,t - M7r7rp7u-

(5.74)

Static Limit
In the static limit we obtained
M7r7rp,s = 07

) (5.75)
Mﬁﬂp,t = Mﬁﬂ—p,u = 32gvm7r.

Since some of the above matrix elements are the same, the results for the different isospin
channels simplify to

M?rﬂ‘ = 6-/\/17r7r,1 - M7r7r,3 + 3M7T7r,s + 2M7r7r,t + 4M7r7rp,t7
ML =0, (5.76)
Mgm = 2M7T7T,3 + 2M7r7r,t - 2M7r7rp,t-

As before the I = 1 channel is not present in the static limit.

Scattering Lengths
We again calculate the pion-pion scattering lengths for [ = 0 via

I 1 Isl.

ap = 32mm. M (5.77)
using the matrix elements obtained in the static limit (see above). The results are
shown in Table We see that the scattering lengths become larger by a factor of 2 to
4 compared to the results without the rho-meson exchange diagram. The importance of
the rho-meson exchange compared to the sigma-meson exchange and quark box diagrams
varies strongly depending on the chosen parameter set. The deviation from the results in
the simple model also means that the Weinberg results (as discussed in Section are
not well-reproduced any more. This is because we simply added a new interaction (via
an intermediate rho meson) while the contribution from the other diagrams remained
unchanged. In particular, we neglected the mixing of the pion and the longitudinal part
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| Param. Set | [C] | [DJ [ [E] |

M -49.18 | -56.79 | -74.79
ML -52.08 | -59.60 | -77.56
M 51.22 | 58.37 | 75.77
ML, 50.51 | 58.18 | 76.33
ML 3.48 5.32 5.54
ad [m; 1] 0.254 | 0.315 | 0.308
ag [m;' | -0.1006 | -0.1341 | -0.1346
ad [m;1] 0.116 | 0.103 | 0.087
at [m;'] | -0.0313 | -0.0282 | -0.0244

Table 5.2.: Results for the pion-pion scattering lengths aé with rho-meson exchange in-

cluded (upper values) compared to the results from Section in the simple
NJL model (lower values).

of the aj, which also affects the pion decay constant (as calculated in Appendix .
We believe that a new fit of the model parameters in the extended model would be
necessary in order to obtain quantitatively good results. Of course, with the modified
parameter sets - we are able to study the qualitative effect of an additional vector
interaction.

We also calculate the low energy scattering parameters we introduced in Section
Table gives the results. Most of the values are enhanced by a factor of approximately
3 (except for b}) compared to the results in the simple model (see Table [4.2).

Param. Set [C] D] [E] [C] D] [E]
ad [m;1] 0.254 | 0.315 | 0.415 | 0.116 | 0.103 | 0.087

al [1073m; %] | 64.6 | 83.9 | 1146 || 23.37 | 20.79 | 17.66
ag [m;1] -0.101 | -0.134 | -0.188 | -0.0313 | -0.0282 | -0.0244
b [m7] 0.330 | 0.417 | 0.563 || 0.134 | 0.118 | 0.0988

bl [1073m ] | 8.9 123 | 17.0 1.2 1.6 0.8
b2 [m7] -0.158 | -0.204 | -0.280 || -0.060 | -0.055 | -0.048

Table 5.3.: Results for pion-pion scattering lengths alI and effective range parameters blI
in the extended model (left) compared to the simple model (right).

Chiral Theorems

At the end of Section 4.3l we discussed the cancellation of the static limit matrix elements
from the sigma propagation and the box diagram close to the chiral limit leading to small
matrix elements for the different isospin channels. Similarly, the contribution from the
static limit rho-exchange diagram is small (see Table and vanishes in the chiral limit,

which is obvious from ([5.69) since the matrix elements are proportional to m2.
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5.4. Medium Results

We also want to study the scattering results from the extended model in the medium.
This means we have to investigate the medium properties of the additional rho propa-
gation diagram. The form is similar to the sigma propagation diagram and given by

Marps = (2NiNe)?grgq (V(5))* Dp(s) (u — 1) (5.78)

for the s-channel (the other channels are obtained by a suitable replacement of the
Mandelstam variables). The factors grqq and D,(s) can both be moved to the medium
description while keeping the momentum dependence of the latter. The term (u — t)
is not temperature dependent. The problem lies in the vertex function V(v) (which
includes the quark triangle and contains the elementary integral il3), where v = s, ¢, u.
Again, we investigate the momentum dependence of V' (v) in a reasonable momentum
range (see Figure and find that it is not too large, especially for negative arguments.
We will therefore approximate V (v) in the static limit (s = 4m2, t = u = 0). For V(0) we

[V(s)I V()|

0.035 |
0012

0.030
0.010 |

0.025 |
0.008 |

0.020 |
0015 | 0.006 -
0.010 F 0.004
0.005 | 0.002 |

200 500 600 700 800 900 1000 VS [MeV] 200 200 600 800 1000 -V [MeV]

Figure 5.6.: Momentum dependence of the vertex function V(v) for v = s, i.e. v > 4m2
(left) and v =t or v = u, i.e. v <0 (right) for parameter set

obtained an expression in terms of elementary integrals, which can be easily calculated
for finite temperature. For V(4m2) the situation is more difficult. We argued (see
beginning of Section that it is obtained as a limit onto a removable singularity. In
contrast to V(0) it does not seem possible to write V(4m2) as a linear combination of
elementary integrals, which would be necessary in order to compute the temperature
dependence. Studying the temperature dependence of the quark triangles in the sigma
propagation diagram (see Figure shows that except for the peak in the ¢- and u-
channel at T = Tyiott the results are almost identical in all channels. This suggests
that we can replace V (4m2) by V(0) without making a large error away from Tijos and
near Tyioty the scattering amplitudes are divergent in any case. In the following we will
approximate V (4m2) by V(0) in the medium calculations for the rho-meson exchange
diagram.

Static Limit
As an application we calculate the [ = 0 scattering lengths aY and a2. For those it suffices
to consider the case of the static limit with p; = pa = p3s = ps = (m4,0). In that case
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the s-channel contribution vanishes (see (5.69)) and hence the above described problem
with V(0) does not occur. The results for parameter set are shown in Figure
We compare these results to those in the simple model, again calculated for parameter

set

0/2 -1
Re(a%?) [mr,vac™'l Im(@~<) [m,vac™']

0.8 r

[

a0 06

. . . . T [MeV]
50 100 150 2 2007
a 04+
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[mmvac™]

25

0 T [MeV]
0/2
Re(@"?) [mr,vac™ Im(a™)

0.8 r

o0 06|

i i i ‘ T [MeV]
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Figure 5.7.: Temperature dependent medium solutions for the scattering lengths aJ and
a¢ at p = 0 for parameter set in the extended model (upper) and in the
simple model (lower) in units of the inverse vacuum pion mass.

The imaginary parts are identical since the contribution from the rho-meson exchange
is given by Myrpt = Marpu = 32g,m?2, which is purely real. The rho-meson propagator
in the s-channel has of course an imaginary part above the threshold s > 4M?, but the
s-channel contribution vanishes completely in the static limit. The real parts show
a significant qualitative difference for temperatures T > Tyiott- This is due to the
momentum factor in the matrix elements for rtho-meson exchange which becomes 4m?2
in the static limit and of course shows a strong temperature dependence as studied in
Section 3.3

There is no new pole coming from Dp(pz) since we found that for larger temperatures
the inverse rho-meson propagator does not have a zero (even when only considering the
real part). Hence there is no analogue to Tyiss (Where 2m, = m,) for the rho-meson
exchange.
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5.5. More Realistic Meson Propagators

So far we have studied the effect of the sigma-meson and rho-meson exchange diagrams on
the pion-pion scattering amplitudes using the RPA propagators obtained in Sections [2.5)
and These propagators get an imaginary part above the ¢g threshold (p? > 4M?)
where the mesons can decay into a quark-antiquark pair. This also leads to an imaginary
part in the scattering amplitudes for sufficiently large momenta of the intermediate
meson.

Considering that the rho mesons and the sigma meson predominantly decay into pairs
of pions [66] it seems unrealistic not to include that effect into our calculations. This
can be achieved by studying the Bethe-Salpeter equation in more than leading order in
1/N, as is done in this section. Calculations in the NJL model to more than leading
order in 1/N, can be found for example in [90].

Meson Propagators with 1/N.-Corrections
Since we are mainly interested in obtaining an additional width due to the decay into
two pions we will include the diagram

— TN (p) = III (5.79)

in the polarisation function in addition to the quark polarisation loop in RPA (12.48)

— iy = ’\/\G\/\/ (5.80)

where we now write (RPA) to distinguish this polarisation loop from the one obtained
in this section. In the above pion-loop diagram the meson is coupled to an intermediate
two-pion state by two quark triangles. This diagram is in next-to-leading order in 1/N..
There are also other possible diagrams one might consider (see for example [48]) but we
will restrict ourselves to this one since it will give the correct phenomenological behaviour
concerning the two-pion decay width.

The full (corrected) polarisation function is hence given by

T (p) = T () + T N (). (5.81)

The corrected propagator is then obtained from the polarisation function as before (see
Section [2.5). The pion-loop correction only contributes to the sigma-meson and rho-
meson propagators because of parity and angular momentum conservation.

A careful evaluation of Feynman diagrams shows that the correction to the sigma-
meson polarisation function is given by

4
J(S-ﬂ' loop) (p> _ —(2NCNf)2§(7; A (p2))2i/ (;17:;4 D7(rRPA) (p + k)DgrRPA) (k) (5.82)
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where we used the quark triangle i/\ introduced in Section [£.I]about the sigma-exchange
diagram. To simplify the above expression further we write the pion propagators (in
RPA) in pole approximation

2
gﬂqq

D(RPA) 2 ~ U799
T (p ) pg — mzr

(5.83)
according to (2.71). This amounts to evaluating the quark-pion coupling grqe(p) on-
shell, neglecting the fact the the momentum £ in the pion loop runs over all possible
four-momenta. For the polarisation function this yields
3
1 29 . 2\\2,4 p(m

ST 1P (p) = —(2NNy) S0 (%) G 0qi 157 (), (5.84)
where the elementary integral z'IQ(ﬂ) (p) is identical to ila(p) with M replaced by mg.
Some care is needed when evaluating this integral for finite temperature since the sum
over fermionic Matsubara frequencies is to be replaced by a sum over bosonic ones. The

retarded expression z'[2(7r)’Jr (po, P) can be calculated analytically for general four-momenta

p = (po,p)! and is given in Appendix
An analogous calculation can be made for the rho-meson polarisation function and
one gets

™ a 174 a - d4k . - 14
g oo () — —5 P NNy T 18k (18541) DF™ (p+ W) DI (k)
(5.85)

with the quark triangle i/A# from Section We again make an on-shell approximation
and get
JT loephabit () — — 5 (AN NG (V (D)) g g X

" / d*k (2k + p)*(2k + p)¥ (5.86)
") @ P —mZ tie) (p+ k)2 —m2 +ie)

Writing the above propagator in terms of transversal and longitudinal part (as in Sec-

tion yields

ran 1 . T . T
J§T IR () = — (2NNe(V (9))Ghgq g (2617 + (4m2 = p)il37 () 557
JT 10OPMIONE () — — (AN ND(V (p)) 2k 201",
where [ f”) is defined in the same way as iléﬂ) (p).

With these expressions we can in principle determine the more realistic meson propa-
gators. The integral iléﬂ) (p) will give an imaginary part above the p? > 4m2 threshold,
which is exactly the desired effect. However, there will also be an additional real part
affecting the masses of the rho and sigma meson. This spoils the ‘delicate cancellation’
between the sigma-exchange and box diagram (as described at the end of Section .
A simple solution to this problem does not seem to be possible and it is suggested in
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[47] to ignore the real part of the pion-loop contributions and only take their imaginary
part, i.e.

Tu(p) = IV (@) + itm (] (1)) (5.88)
for M = o,p. This gives the widths corresponding to 77 <+ ¢ and 7w < p without
violating the chiral low-energy theorems. The downside of this approach is that the
neglected real part which is normally related to the imaginary part by a Kramers-Kronig
relation violates causality. Finally, we note that in the s-channel the sigma-meson and
rho-meson propagator has to be evaluated at s > 4m2 wherefore there is always an
imaginary part, while in the ¢- and u-channel, where ¢,u < 0 there is never an imaginary
part from the pion-loop polarisation.

To calculate the imaginary part of J ](\j[r loop) (p) we will assume that the quark triangles
i A\ (p) and V(p) are purely real. This is the case below the 7 «+» ¢¢ threshold at Tyjott-
In that case the imaginary part of the additional polarisation functions can be obtained
by calculating the imaginary part of the integral z'Iéﬂ) (p). The imaginary part of I{W)
vanishes and hence there is no longitudinal contribution to the rho-meson propagator
The results can finally be written as

To(p) = Jo(p) W) — ONNGY2 (0. (7)) g (i1 (9))

S (4m2 = )i (7))

(5.89)
T () = N () — 2NNV ()l
trans,(RPA)

Note that J, (p) corresponds to J,(p) in Section ﬂwhere we omitted the trans
as there was no longitudinal part in the rho-meson polarisation loop at all.

141n principle the longitudinal part of the rho-meson polarisation function should always vanish (real
and imaginary part). This is the case if in addition to the pion-loop diagram one also includes a
tadpole diagram involving the exchange of a pion as described in [48].
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6. Shear Viscosity of a Pion Gas

The previous chapters have provided us with the quantum field theoretical description
of QCD matter within the framework of the NJL model. In particular we calculated
the matrix elements for the scattering of pions, which emerged as composite degrees of
freedom via the Bethe-Salpeter equation. We argued in Chapter [I| why we concentrated
on the scattering of pions rather than for example quarks to describe transport phenom-
ena in strongly interacting matter for not too large temperatures based on a microscopic
description (see also [46, 38, [10, [47]). This chapter is aimed at the calculation of the
shear viscosity of a pion gas where the interaction between the pions is described by the
NJL model results.

Section will introduce the concept of relativistic hydrodynamics, the framework in
which we will define the shear viscosity n of a fluid. We will then derive an expression for n
from kinetic theory (see Section . The subsequent Section will introduce the pion
gas and its thermodynamics. Together with the matrix elements from Chapters |4 and
this suffices to give an estimate of the shear viscosity, which we present in Section
The results of the calculations are discussed in Section [6.5]

6.1. Relativistic Hydrodynamics

Relativistic hydrodynamics{T_gl deal with the theoretical description of fluids, i.e. gases
or liquids moving with velocities that are not negligible compared to the speed of light.
An introduction to the topic can be found in [91], which will also be the basis of the
following paragraphs.

We consider a system of particles in local thermodynamic equilibrium, meaning that we
can define the intensive thermodynamic variables temperature 7'(x), chemical potential
wu(z) and pressure P(z) locally. This is the case if the mean free path between two
collisions is small compared to the length scale of interest to the observer. This also yields
entropy density s(x), energy density e(x) and number density n(z) as local quantities.

Perfect Fluid
The flow of a fluid is characterised by the local four-velocity

W)= T =4 (1) , (61)

5Historically, the term hydrodynamics was used to describe the flow of fluids (gases or liquids) while
in modern day physics the term fluid dynamics is used instead. Hydrodynamics is then only the
description of liquids (and aerodynamics that of gases). For the purposes of this text we will not
make a distinction between gases or liquids and hence just speak of fluids, which corresponds to the
historical understanding of the term hydrodynamics.
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where ¢ is the three-velocity and v = 1/v/0? + 1. Given a spacetime point z* we can
find a suitable Lorentz transformation such that the fluid is locally at rest, i.e.

ut(z) = (%) . (6.2)

What does the stress-energy tensor T#" look like at this point? For a perfect fluid (or
ideal fluid) we assume that an observer moving with the velocity @(x) of the fluid at z#
sees the fluid around him as isotropic. For the stress-energy tensor the isotropy means
that at z# it is diagonal with

P

T (z) = (6.3)

P )
P

where ¢ is the energy density and P the pressure. Making a Lorentz transformation back
to the laboratory frame we arrive at the expression

T (x) = (P(x) + e(@))u(x)u” (z) — P(z)n™ (6.4)

for all z#. If we for the moment assume a system with only one particle species, the only
remaining independenﬂ observable is the local number density n(z) or equivalently the

particle flow
JH(x) = n(z)u"(x). (6.5)

To summarise our findings so far, we can describe the fluid by the seven variables
n(x), P(z), e(x) and v*(x). We now want to find a system of seven equations such that
the evolution of the hydrodynamic system is determined. First of all, the four-velocity
obeys the normalisation condition

ut(x)uy(x) = 1. (6.6)
Energy-momentum conservation implies
0, TH () =0 (6.7)
and particle number conservation yields the continuity equation
8,0 () = 0. (6.8)

These are six constraints. To obtain a further equation we have to assume that the
system is at all times in local thermal equilibrium. This yields an equation of state

P(x) = P(e(x),n(x)), (6.9)

16We know that the thermodynamics are fully described by a set of three variables, which can e.g. be
g, P and n.
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which allows us to express pressure as a function of number density and energy density.
With the equation of state the hydrodynamics of the system are fully determined.

Entropy Conservation
One important consequence of the assumptions for a perfect fluid is the conservation of
entropy. Defining the entropy flow

st(z) = s(x)u”(x) (6.10)

one can show that
Oust = 0. (6.11)

Imperfect Fluid
So far, we considered a perfect fluid. In ideal hydrodynamics the stress-energy tensor
only depends on certain local quantities such as u*(x) but not on gradients thereof. This
is closely related to the isotropy assumption we made in the comoving frame. We can
view this as a leading order truncation in the expansion of T#” in terms of gradients.
In the following description of an imperfect (or non-ideal) fluid we will allow TH”
to have corrections to the ideal expression which are linear in four-velocity gradients.
These additional terms lead to dissipative effects, which means that thermal equilibrium
is not strictly maintained and the fluid kinetic energy is dissipated as heat. J* may also
contain gradient terms. Altogether we have

T (x) = (P(z) + e(@))u (z)u”(z) — P(x)n"” + AT (x),

JH(x) = n(z)ut(z) + AJH(x) (6.12)

with the correction terms AT*(x) and AJ#(x) parametrised as

2
ATH =nq (8“u” + O"ut + urutyut + u“u’\a,\u”) + (C — 377> (N — ulu”) dyu?,

nT "
AJH = B g A Ladg
J K(e—i—P) (6 utu 8,\)T

(6.13)

The dissipative terms in the stress-energy tensor have the (shear) viscosity n and the bulk
viscosity ¢ as coefficients. The coefficient x in the current J* is the thermal conductivity.
The coefficients 7, ¢ and k may assume non-negative values and are referred to as
transport coefficients.
One consequence of the imperfectness of the fluid is that entropy is no longer conserved.
More precisely one finds that
st (x) >0 (6.14)

for all z# [91]. It should also be noted that for an imperfect fluid the velocity of energy
and particle transport do not coincide any more as they do for a perfect fluid. The
reason is of course that energy can also be transported as heat, which is expressed by
the term with the thermal conductivity .
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6.2. Kinetic Theory of Gases

In the hydrodynamics approach we have assumed that the fluids obey the continuum
assumption. Quantities like pressure or temperature are defined locally and are contin-
uous functions of space and time ignoring the fact that the fluid is in reality composed
of discrete particles.

In order to obtain an expression for the shear viscosity we will make use of kinetic
theory [92] 93] O4]. The kinetic theory of gases describes a gas (or a fluid in general)
as a large number of small particles. Kinetic theory allows us to explain macroscopic
properties of gases such as the shear viscosity by studying their microscopic dynamics.

Shear Viscosity

Of the three transport coefficients introduced above we are only interested in the shear
viscosity 7 in this work. In the following we will study this coefficient in a kinetic theory
approach [36]. A very simple estimate for the shear viscosity is derived in Appendix
and reads

1
n & gnﬁ)\, (6.15)

where A is the mean free path and p the average momentum of the particles. The
derivation is non-relativistic and under the assumption that the velocity field u*(x)
varies only slowly in space.

It should be noted that the above formula is only a rough estimate and the factor 1/3
should not be trusted too much. However, the general dependence on particle density n,
average momentum p and the mean free path A ought to be correct. More sophisticated
calculations [36}, 05] lead to a factor of 0.21 in the non-relativistic limit and 4/15 in the
ultrarelativistic limit, i.e. where temperature is much larger than the particles’ mass.
This shows that our estimate, which was derived for non-relativistic particles, retains its
general form also for relativistic particles.

Range of Validity
In general, the kinetic theory of fluids depends on certain assumptions. This limits
the applicability of the above shear viscosity estimate. One major simplification of the
kinetic approach presented in this section is that we assumed classical particles. Of
course, to calculate the shear viscosity n we will use the invariant matrix elements as
input, which we obtained from our quantum field theoretical considerations. However,
they only enter as cross sections, i.e. absolute value squared of the invariant matrix
elements, at which point we go from a quantum to a classical theory. This simplification
is valid as long as each particle has enough time to ‘propagate classically’ between two
collisions, i.e. each collision occurs independently. This is the case if the mean free path
A is much larger than the typical range of interaction d. In practice this means that we
can apply kinetic theory only to sufficiently dilute gases.

Simple estimates for the range of validity are discussed in [96]. The range of the
interaction d could be defined as the Compton wavelength of the particles, .i.e. d =1/m,
where m is the particles’ mass. Alternatively one might approximate d in the hard-sphere
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limit as d = \/o/m (with the cross section o). The authors show that both expressions
yield similar constraints on temperature.

6.3. Thermodynamics of a Pion Gas

In this section we present a thermodynamic description of a pion gas. We consider
an ideal gas consisting of three types of spin 0 bosons: 7T, 7 and 7—. The 70 is its
own antiparticle and hence its particle number Ny is not conserved, which means that
there is no corresponding chemical potential. The 7" is the antiparticle of the 7,
which means that they can be created in pairs and only the difference of their particle
numbers Npet := N4 — N_ is a conserved quantity, which implies that there is only
one chemical potential iy for Npey. We call this chemical potential charge (or isospin)
chemical potential since it corresponds to conservation of charge (or isospin). It is not
to be confused with the quark chemical potential p, which we use throughout the text.
As we only study uncharged QCD matter in this text, we will set pu; = 0.

We will determine the thermodynamic properties of the system in the grand canonical
ensemble regarding 7', V' and p; as thermodynamic variables. Since we assumed an ideal
gas, the following results will be standard results for a Bose gas [97, 98] [99]. However, in

contrast to most textbooks we will use the relativistic dispersion relation ez = 4/ k2 + m2
where we as before assume that all pions have the same mass m,, which depends on
temperature as calculated in Section The derivations leading to the expressions in
this section are found in Appendix and loosely follow [100].

For pressure p, entropy density s, energy density ¢ and particle density n we obtain:

P(T,V,ur =0) = 252 Z K2 (npmz),
m2 X1
(T V,pur = 3% Z 72 4K2 nﬁmw) + nﬁmﬂKl(nﬁmW)] )
2 - (6.16)
E(T, V, My = Z 3K2 nﬂmﬂ') nﬂmﬂKl(nﬂmﬂ)] )

271'62

n(T,V,ur =0) =3 s

).

Here, K, (x) denotes the modified Bessel function of second kind (of order v). For
an uncharged pion gas all three components have the same thermodynamic properties
yielding the degeneracy factor of 3 in front of every expression. The above quantities
are plotted in Figure as a function of temperature["|

"Note that the pion mass m; itself depends on T. When deriving for example the above expression for

the entropy s(T,V, ur) = % 6(7;,)1; Z) vy OB€ should in principle also consider the derivative of m,

with respect to T' (applying the product rule). We neglect this effect and obtain the standard formulae
for an ideal gas since the dependence of m, on T is negligible for temperatures below 150 MeV for
parameter set and even higher temperatures for the other parameter sets - The explicit
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Figure 6.1.: Thermodynamic quantities of the relativistic pion gas at uy = 0 as func-
tions of temperature. The dependence of the pion mass on temperature is
calculated with parameter set

The average (mean) momentum of a pion is given by

1 Bk - 1
p— / [j— (6.17)
[ (gi’;3 ﬁ (2m)3" T ePer — 1

6.4. Shear Viscosity Estimate in the NJL model

In this section we combine the findings from the previous sections, which dealt with
hydrodynamics, kinetic theory and thermodynamics in order to obtain an estimate for
the shear viscosity based on the NJL model.

We saw in Section that the shear viscosity of a classical gas can be approximated
by the simple formula

1
N~ gnﬁ)\, (6.18)

where p is the average momentum of the particles in the gas and X is the mean free
path of a particle. The mean free path can be related to the differential cross section
via [I0T], 95]

1 . dO' .. 92 . 4 di .. 3 L~
= /deQ sin”(¥) —27T/0 dﬁdQ sin®(¥) =: 4. (6.19)

The factor sin?(+J) in the integral takes into account that scattering at larger angles has
more impact on momentum degradation than at small angles. We can hence write the
shear viscosity 7 as

1p
~—=. 6.20
nR g (6.20)

This result implies that the stronger particles interact, the smaller their shear viscosity is.
This dependence can be understood from the derivation of the shear viscosity estimate in
Appendix[G.I] The shear viscosity determines how fast velocity differences will even out

dependence on the temperature dependent pion mass can be seen as a small kink in the plots of
Figure @ around T = 180 MeV.
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in a fluid. This is due to the particle movement between regions with different velocities.
This momentum transfer through particle movement happens easiest when particles feel
only a small interaction between them. If however they are strongly interacting, they
can only travel a short distance between two collisions and hence will not carry much
momentum to neighbouring fluid regions.

In general, should be written as a sum over several particle species i with
densities n;, etc. We saw however that for u;y = 0 all pion species have the same
thermodynamic properties and hence can be treated on equal footing. This gave a
degeneracy factor in the expression for the number density. Following [96] we will simply
average over isospin according to

do 1 2 5 |IML_|?

— = I+1 :
dQ 2,2l +1) 12:%( ) Gan?s

(6.21)

In the calculations leading to the above formulse no momentum dependence of the
differential cross section do/df2 was assumed. However, the NJL cross sections in general
depend on the particles’ momenta. To be more specific, after integrating out the angle (or
t) dependence, & depends on the Mandelstam variable s. For simplicity we will evaluate
the cross section & at some typical momentum p, i.e. we will set s = 4(m2 + p?), where
p = p(T) is the average momentum of a pion for a certain temperature 7" calculated
according to (6.17). This will give the typical s at which collisions occur. One could
have also calculated the root mean square (rms) momentum or directly the average s.
All these calculation yield similar results, which differ by factors of the order of one. The
average momentum p of a pion is plotted in Figure [6.2] For comparison we also show
the root mean square of the pion momentum. The average momentum is mainly linear
in T except for higher values of T', where the pion mass dependence on T plays a role.

p [MeV]
700 F

600 |

‘OT [MeV]

. .
50 100 150 20

Figure 6.2.: Average pion momentum (mean and rms value) as a function of T for p; = 0.
The dependence of the pion mass on temperature is calculated for parameter

set

88



6.5. Results

In this chapter we present calculations for the shear viscosity using the results from
the previous sections. Recall that p = pu; = 0 will be assumed for all calculations. We
present results in four different approximations of increasing accuracy and computational
complexity.

1. Static limit: The simplest approximation is to evaluate the complete matrix el-
ements in the static limit. In that case they do not depend on the Mandelstam
variables (and in particular not on the scattering angle ) and we get

™

5= 27r/0 dﬁ% sin®(9) = %”g—g. (6.22)

2. Semi-static limit (only s-channel): We argued in Section that we should also
consider the momentum dependence of the meson propagators and only evaluate
the quark triangles and boxes in the static limit. We expect the most important
contribution to come from the s-channel diagrams. On the other hand, for the t¢-
and u-channel the calculation of the meson propagators requires the evaluation of
the integral i[5 for non-vanishing three-momentum, which is computationally diffi-
cult. In this approximation we therefore only consider the s-channel as momentum
dependent.

3. Semi-static limit (all channels): To study how important the full momentum de-
pendence of the meson propagators in the t- and u-channel is, we also calculate
the shear viscosity for all channels evaluated in the semi-static limit.

4. Improved meson propagators: We obtain our most realistic approximation by con-
sidering the 1/N-corrected meson propagators from Section Here we added
an imaginary part to incorporate a width corresponding to o, p <> 7w, which we
consider an important effect. As in Approximation 3 the meson propagators will
be treated as momentum dependent in all channels.

6.5.1. Simple Model

We begin by calculating the shear viscosity estimate for the simple model (without a
rho-meson exchange). The results for Approximations 1, 2 and 3 are shown in Figure
for parameter set The figure also shows the corresponding plot for the shear viscosity
over entropy density ratio 7/s.

We also estimate the range of validity of the kinetic approach. Following Section [6.2
we calculate the ratio \/d with the mean free path A\ = 1/(ng) and the interaction range
d, which we take to be d = 1/m, the Compton wavelength of the pion. Alternatively one
could have estimated the interaction range by d = 1/m, in view of the sigma propagation
diagram but this does not change the results considerably. The calculations show that
the the ratio A\/d shows a behaviour very similar to that of the ratio n/s. This means
that A/d is larger than one for almost all T' except where 7 or n/s exhibit a zero. At
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Figure 6.3.: Shear viscosity estimate (left) and ratio /s (right) for pion gas as function
of T for parameter set The dotted line corresponds to Approximation 1,

the dashed line to Approximation 2 and the solid line to Approximation 3.

these temperatures the kinetic description breaks down. This implies in particular that
with our approach we cannot make a statement about a lower bound for n/s.

Let us shortly discuss the results obtained for the different approximations. In Ap-
proximation 1 (static limit) we see that the shear viscosity vanishes for T = 0 and
increases monotonously up to T' < 100 MeV. This dependence is due to the temperature
dependence of the average momentum as shown in Figure For even larger tempera-
tures the shear viscosity decreases again and even drops to zero (two times: once exactly,
once almost), which can be explained by pole and the sharp peak in the differential cross
section at Thjoty and Tyiss respectively (for details see discussion in Section .

The most unrealistic feature of the static limit approximation is that we do not consider
the momentum dependence of the sigma-meson propagator. In that case the propagator
in the s-channel DU(4m72T) becomes extremely large at Tyiss where m, = 2m,. If we on
the other hand consider the momentum-dependent expression D, (s) = Dy (4m?2 + 45°)
(Approximations 2 and 3) this peak is shifted to lower momenta by the average thermal
momentum p. We also observe that, as expected, there is only a small qualitative
difference between the Approximations 2 and 3. The zero of the shear viscosity at Thiott
is due to the quark triangles and quark quadrilaterals (in the static limit) and remains
for Approximations 2 and 3.

We finally calculate the shear viscosity in Approximation 4 using the most realistic
meson propagators. The result for n and n/s is shown in Figure The zero in
the shear viscosity corresponding to the pole of the sigma propagator vanishes since
the propagator obtains a large width in the s-channel due to the process o < =nm.
Remarkably, the shear viscosity over entropy ratio reaches a value of the order of 1 at
some intermediate temperature (7" ~ 60 MeV) and then stays almost constant over a
large temperature region up to Tiiott-

The results for n and n/s are in good agreement with those obtained in [10, 47]
where similar calculations were done in a more realistic kinetic theory approach. Here,
the author calculated the shear viscosity from a Boltzmann-Ueling-Uhlenbeck (BUU)
approach [94], where the NJL matrix elements enter in a two-body collision term. The
author also compared his results to those of the simple shear viscosity estimate which is
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Figure 6.4.: Shear viscosity estimate (left) and n/s (right) for pion gas as function of T’

in Approximation 4 for parameter set

used in this work and finds no significant qualitative difference [38].

6.5.2. Extended Model

We now study the effect of an additional vector interaction, i.e. we calculate the shear
viscosity estimate in the extended NJL model, again for Approximations 1 to 4. We use
parameter set for the calculations and compare to the results in the simple model
also calculated for parameter set As the cross sections are larger in the extended
model, we expect the shear viscosity to be smaller according to formula . The
results for n and 7n/s are shown in Figures and The additional contribution

n[GeV?) n[GeV?]
01 ¢ T
0.01 | 01
0001 | 001 |
104 F
0.001 |
10-5 L
104 L
10-6 L
. . . . L T [MeV] . . . . T [MeV]
50 100 150 200 250 | MeV] 50 100 150 200 0

Figure 6.5.: Shear viscosity as a function of 7" in the extended model (left) and in the
simple model (right) for parameter set The dotted line corresponds to
Approximation 1, the dashed line to Approximation 2 and the solid line to
Approximation 3.

from the vector channel does not change the poles of the matrix elements and hence
the zeros of the shear viscosity are the same in the simple and the extended model. A
qualitative difference in Approximations 2 and 3 is that while in the simple model the
shear viscosity increases between the first and the second zero (in the mid-temperature
region) there is a decrease for the extended model results. This is due to the momentum
factor (u —t), etc. in the rho-meson exchange matrix elements (5.65)).
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Figure 6.6.: Shear viscosity over entropy density ratio as a function of T" in the extended
model (left) and in the simple model (right) for parameter set The dotted
line corresponds to Approximation 1, the dashed line to Approximation 2
and the solid line to Approximation 3.

Approximation 4 using the most realistic sigma meson and rho-meson propagators is
shown in Figures and Again, the zero corresponding to Tyiss vanishes. There is
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5104 | 0.005 |
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50 100 150 200 250 | [MeV] 50 100 150 200 750 | [MeV]

Figure 6.7.: Shear viscosity estimate for pion gas as function of 7' in Approximation 4
for parameter set [[C]|in the extended model (left) and simple model (right).

a strong qualitative difference between the simple and the extended model for the shear
viscosity for larger temperatures due to the dominance of the rho meson diagram. While
1/s is almost constant in the mid-temperature region in the simple model (as discussed
above), in the extended model there is a decrease.

6.5.3. Discussion

We briefly discuss the prediction for the shear viscosity and in particular the shear
viscosity over entropy ratio within the NJL. model. We mainly focus on Approximation 4
since we believe that this yields the most realistic results. We observe that 7/s exhibits a
sharp drop for small temperatures and then stays almost constant in a large temperature
region until it becomes zero at Tyots. The biggest qualitative difference between the
simple and the extended model is that in the simple model there is a slight increase of
n/s towards Tyjoty while in the extended model 7/s continues to drop.
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Figure 6.8.: Ratio n/s for pion gas as function of 7" in Approximation 4 for parameter
set in the extended model (left) and simple model (right).

The conclusion from the calculations in both NJL models is that QCD matter be-
comes strongly interacting in the chiral crossover region (with 7/s of the order of 1).
Quantitatively the results should only be trusted in the simple model with parameter set
[A]l The zero of the shear viscosity at Thott is due to the channel 7 <+ ¢gq which opens at
my > 2M. This occurs because the NJL model does not confine, but on the other hand
this is not too unrealistic since we expect deconfinement to occur in that temperature

region in any case.
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7. Summary, Conclusions, Outlook

In this thesis we have studied the scattering of pions in the NJL model, an effective
quantum field theory for QCD focusing on chiral symmetry. We used two versions of the
Lagrangian density, one with only a scalar-pseudoscalar interaction term (simple model)
and the other one with an additional vector-pseudovector vertex (extended model). Pion-
pion scattering in leading order in 1/N. is described by three types of diagrams, the
quark-box, sigma-meson propagation and rho-meson propagation diagram with the latter
only occurring in the extended model. We found that the experimental low-energy
scattering data (expressed in terms of scattering lengths and effective range parameters)
is well reproduced for the lowest partial waves in the simple model for parameter set
[A]l Recall that parameter set is the one with the correct physical value of the pion-
decay constant. We chose to implement the extended model by ignoring the 7-a; mixing
(which would change the pion mass and the pion decay constant) and we can therefore
not expect that after inclusion of the contribution from the additional diagram we are
able to reproduce the Weinberg values for the | = 0 scattering lengths. A next step
would be to determine a realistic parameter set for the extended model.

Following the work of many other authors we incorporated, as much as possible,
medium effects by applying the imaginary time formalism. We believe that these medium
modifications to the quark and meson masses and the matrix elements are indeed very
important and a reasonable description of QCD matter for non-vanishing T" or y cannot
be given without them. We also argued that in order to incorporate the processes
o <> mrw and p <> 7w, which are known to be dominant from experiment, we must go
beyond leading order in 1/N.. We saw that this is a rather difficult task and as simplest
solution we chose to only add the imaginary part arising from the pion-loop diagram
to the polarisation function for the mesons. While violating causality (which manifests
itself in the form of a Kramers-Kronig relation) we were in this manner able to obtain a
width for the sigma and the rho meson corresponding to the decay into two pions without
destroying the delicate cancellation between the box and sigma propagation diagram,
which was responsible for the correct low-energy behaviour of the matrix elements in
the chiral limit.

As an application we studied the shear viscosity of QCD matter in a very simple ap-
proximation, which is proportional to the inverse cross section evaluated at some typical
thermal momentum. We believe that this estimate gives qualitatively good results. We
studied QCD matter as a gas of pions because these are the lightest degrees of freedom
in the confined phase and certainly dominant for ;4 = 0 and not too large temperatures.
The results obtained for the shear viscosity in the simple model are in good agreement
with the results obtained by other authors using a more realistic kinetic theory approach.
We observed a significant contribution from the rho-meson exchange diagram in the ex-
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tended model for larger temperatures, which leads to an even smaller shear viscosity
over entropy ratio and believe that this is worth a further investigation.

For future works related to this topic we suggest that one creates new parameter
sets (especially in the extended model) which reproduce the scattering data in the vac-
uum. We also believe it might be possible to incorporate the m-a; mixing, which affects
the pion mass and all the scattering processes. Moreover, a more careful study of the
implementation of next-to-leading order diagrams in 1/N, should be done.
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X. Extensions

X.1. Alternative Regularisation Schemes

Other than Pauli-Villars regularisation, which is used for the purposes of the thesis, two
other regularisation methods are commonly used to handle the divergences in the NJL
model. We will introduce them for the example of the elementary integral

d*k 1
I =i X.1
i Z/(27r)4k2—M2+i£’ X1

which diverges quadratically.

Sharp Three-Momentum Cutoff

One possibility is to separate the integral over four-momentum k = (ko,E)t into an
integral over three-momentum k and an integral over kg and then only regularise the
three-momentum integral. We hence write

Bk 1 [ 1
L=i | —— [ dky———— X.2
- Z/(27r)327r/oo K- B2+’ (X2

where we defined Ej: =/ k2 4+ M?2. The inner integral can be evaluated using the residue
theorem. We will perform the necessary steps explicitly since similar techniques will be
used throughout the text. We write

[o.¢] o
1 1 B 1/ " 1
K- E2tic 2w )ooo (ko — B +ic') (ko + By — i€)

(X.3)

21 J—oo

with ¢’ = ¢/(2E). To apply the residue theorem we identify two first-order poles at
ko = £(E; —ic’). Since the integrand falls off quadratically for [ko| — oo we can close
the integration path from —oo to oo to an integration path I' around the upper half
plane:

Im(ko)
A

» Re(ko)
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Only the pole ko = —E}; + i’ contributes to the integral and we get

1 1
— dk = . X.4
2w /_oo 0 (ko — EE +ie") (ko + EE —ie’) QiEE ( )
This gives
Pk 1
n=:[S8 / (X.5)
2 (2m) E~ 472 \/k;2

for the complete integral. It is now obvious that the mtegral does not converge. We
introduce a sharp momentum cutoff A for the momentum £ and hence get the regularised

version
1 : dk7k2 X.6
), ¥ (X.6)

of the integral. The above integral can be calculated analytically and gives
( VA2 + — M?arcsinh (]\/}[)) . (X.7)

One shortcoming of the presented method is that we treated kg and k on a different
footing. Geometrically, the domain of integration represents an infinitely long hyper-
cylinder.

ily =il (M, A) = (% @2

Sharp Four-Momentum Cutoff

If we want to avoid the above mentioned problem we can also work with a four-
momentum cutoff. But before we do this, we transform the integral via a Wick rotation
into an integral over Euclidean space. For this we start from

Pk 1 [ 1
'[:'/77/ dko—5——5——. X.8
RV AN CTIED T ANy v By 72 (X.8)
By use of the residue theorem we show that instead of integrating k¢ from —oo to oo,
we can integrate from —ico to i0o. This can be seen from the fact that the integral over

the path I’

Im(ko)
A

» Re(ko)
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vanishes since the poles of the integrand (these are two first-order poles at ko = +(E; —
ie') with ¢’ = €/(2E}) as we saw in the previous subsection) lie outside of I'. In addition,
the contribution from the two circular arcs vanishes in the limit of large radii since the
integrand falls off quadratically. This gives

A3k 1 oo 1
=i e [ dkgy—y——
i Z/(27r)327r/¢oo K- Ei+ic

3k 1 1
— / BULRES / idky . ‘ (X.9)
(2m)% 27 J oo —k3 — k% — M? +ie
d3kdky 1
_/ (2m)4 ki-}—EZ—i-MQ’

where we defined ky =: ik4. The above integral can now be regularised by integrating over
the hypersphere {(k1,...,ks)" € R* [k} + ...+ k} < A}. If we write K for the Euclidean
vector (kq,...,kq)t, this gives

, _ d*K 1 o2 A K3
il =il (M, A) = /R%A2 T (%)4/0 K 15—

1 M?
_ A2+ M2 [ —2 ) ).
1672 ( + n<A2+M2>>

X.2. Thermodynamic Potential

(X.10)

In this section we derive an expression for the grand potential of the NJL model in mean-
field approximation. Moreover, we show that solving the gap equation is equivalent to
finding the stationary points of the grand potential.

When dealing with quark matter at finite temperature a very helpful quantity is the
partition function Z. Since we want to treat temperature 7' and chemical potential y as
thermodynamic variables, while particle number and energy can fluctuate, we will work
in the grand canonical ensemble[|

Let us shortly review the basic ideas of statistical quantum field theory, focusing on the
functional integral representation of the partition function (see [68] for further reference).
Let H = H(v, %) be the Hamiltonian density a system of Dirac fermions of mass m, i.e.

H = p(—i7 - V +m)p + Hin, (X.11)

Then the grand canonical partition function Z is given by

Z =Trexp (—;/d3$(7{ - u/\/)) (X.12)

131n the grand canonical ensemble the system can exchange particles as well as energy with a reservoir
while temperature 7', volume V and chemical potential y are thermodynamic quantities describing
the state of a system in thermal equilibrium.
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with the number density N := 9f¢p = 7%, In the above expression the trace Tr
is a functional trace over all states of the system, i.e. over flavour, colour, Dirac and
momentum space. Explicitly in terms of functional integrals, the partition function reads

2= favtiavtess ([ ar [ @ (<50 2o w00+ i10.9)) ) (X1

where 7 = it. The fields ) and 9 are Grassmann-valued and we have to impose antiperi-
odic boundary conditions.

The grand canonical partition function can be used to derive pressure P, net particle
number N and entropy S (i.e. their average values) according to

ThnhZ TnZ TnZ
p-2Tm2)) -y 9TnZ) and 5= 22 )‘ (X.14)
8V i 8/1 TV 3T Vi
as well as energy
E=-PV+TS+ uN. (X.15)

The net particle number N is related to the number density n via N = [ d3zn(&), where
n(Z) directly corresponds to
n = (¥Ty) = (V) (X.16)
and we write (-) for the thermal expectation value.
For convenience, we can also introduce the grand potential per volume Q(T', u; M),
which is given by
(T, ji: M) = —§ InZ. (X.17)
Mean-Field Approximation
For a system of free Dirac fermions (i.e. Hin,. = 0) the partition function Z or equiv-
alently the grand potential can be explicitly calculated (this is done in Appendix ,
i.e. one can evaluate the functional trace. However, for the NJL model the Lagrangian
and hence the Hamiltonian contains additional interaction terms. The NJL Hamiltonian
density reads

Ho=9(—i7 -V +m)y — g [(99)? + (@ins7)?] (X.18)
The interaction terms prevent us from finding a simple expression for the partition
function as it is possible for free fermions. We therefore have to resort to approximation
techniques. In the following we will systematically develop a mean-field approximation.

We will start from the Lagrangian density of the simple NJL model (2.1)) and write 1)
and YiysTY as their expectation values plus a fluctuation term, i.e.

Up = (p) + 0, and  YiysT = (YiysT) + 5L (X.19)
We assume the expectation values to be constant in space and time@ The average
value ¢ := (Y1) is called quark condensate and breaks chiral symmetry. In principle

9As a further extension it is possible to study expectation values which may depend on one or more
spatial coordinate. This leads to the notion of inhomogeneous phases. For the NJL model these are
studied e.g. in [I02] [103].
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the pseudoscalar channel could also form a condensate but we will assume that this
is not the case i.e. (¢iys7%)) = 0. In general any quark bilinear could have a quark
condensate but it is argued in [64] that if we only allow chiral symmetry and Lorentz
invariance to be broken while all other symmetries of the Lagrangian remain intact, the
only non-vanishing condensates are ¢ and n = (1)T¢)).

Inserting the expansion into the Lagrangian density £ and dropping all terms of
quadratic (or higher) order in the fluctuations (see Appendix yields the mean-field
approximation

-, M —m)?
Lt = (i@ — M) — (49) (X.20)
where we defined the constituent quark mass
M :=m+X =m — 2g{yp) (X.21)

with the mean-field quark self-energy

¥ = —2g(i). (X.22)

We will see shortly that these definitions in the mean-field approximation coincide with
the definitions of M and ¥ for gap equation in Hartree approximation (see equations
and ) and so we will already denote them by the same name. We observe
that the linearised Lagrangian density describes a Dirac field ¢ of effective mass M
in a constant mean-field potential (M — m)?/(4g). This justifies why we called this
approximation mean-field approximation. The corresponding Hamiltonian density H¢
reads
(M —m)?
49
Since the form of the linearised Lagrangian and Hamiltonian density is much simpler,
it is possible to explicitly calculate the grand potential (per volume) Qu,¢(T, p; M) (i.e.
the partition function) in mean-field approximation. The calculation is performed in
Appendices and The result is the grand potential Q/(T, 1) of a free quark
gas with particles of mass M plus a constant term due to the additive constant in the
mean-field Lagrangian:

Hont = (=i -V + M)tp + (X.23)

(M —m)?
4g

M — 2 dSk E-—
:( 4gm) _2NCNf/(27T)3 |:EE—|—T1I1 (1+exp (_ k N))

7t (140 (- EEEE))]

me(T’:U’; M) = QM(Ta M) +

(X.24)

Regularisation
If we want to calculate the mean-field grand potential Qu,¢(7', u; M) numerically, we will
first need to regularise it. The divergence of the integral comes from the FEj in the
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integrand. Since the order of divergence of this integral is by two larger than the one
of i1, simply applying the Pauli-Villars regularisation scheme with two regulators will
not be sufficient. We can however make use of the fact that we only need to know the
grand potential up to a constant. It is possible to find an expression € (T, pu; M) for
the grand potential, such that

Note that the difference is given by ¢(7T, 1), which depends on T and g but not on M.
This means that whenever we want to study the dependence of the grand potential on
M for constant T and p, the above gauge of the grand potential is suitable.
An expression for Q (T, u; M) can be found via
M !
ity [ a2

iV M m (X.26)

:/ dm’ <2g — AN NeM"iIy (T, p; M'))
where M, is the result for the constituent quark mass in vacuum [46]. The above
integral indeed becomes finite when applying Pauli-Villars regularisation to the vacuum
part of the inner integral I (7T, pu; M'). In the calculation we used the expression for
the derivative of the grand potential w.r.t. the constituent quark mass, which will be
calculated in Appendix [H.4]

Stationarity Condition
Let us turn back to the quark condensate ¢ = (1)¢)). We want to determine this expres-
sion in mean-field approximation using the grand potential we calculated above.
If we have an expression for the quark condensate, we can determine the effective quark
mass M from equation .

In analogy to the relations the quark condensate ¢ = (¢7)) and the number
density n = wTw) can in general be obtained from the grand potential Q = Q(T', u;m)
by

p=—-— and n=-——, (X.27)
m

which follows directly from the form of the grand canonical partition function Z. We
will apply the same relations to our mean-field grand potential {2,r since we want our
mean-field approach to be thermodynamically consistent.

We will focus on the first equation for now. It turns out that it can be brought into
the form of a stationarity condition for Q,,¢. For this, in the expression for Qu,¢(pu, T; M)
we write M = M (u, T;m). Then

dQue  Oue | OOpedM 6+ 8med7M
dm — Om OM dm oM dm

since m appears in Q¢ only in the term (M — m)?/(4g), whose derivative w.r.t. m is
exactly ¢. So consistency with (X.27) is fulfilled if

anf
oM

(X.28)

= 0. (X.29)
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This means that the effective mass M in mean-field approximation corresponds to the
stationary points of the grand potential.

A straightforward calculation using the expression for the grand potential (see
Appendix shows that the above stationarity condition is equivalent to the gap
equation in Hartree approximation . Hence, the expression for the self-energy 3,
which we simply defined in this chapter, is identical to the self-energy that naturally
appeared in the gap equation ansatz.

Now that we know that the mean-field and the Hartree approach are equivalent, we
can use this to our advantage. We commented that the for finite p gap equation might
not lead to a single solution but instead could have several roots. This ambiguity can
now be resolved: we identified the extrema of 2., as the possible candidates for the
mass M. However, for reasons of stability, we must of course demand a global minimum
of Q¢ for our physical mass M. With the gap equation alone, we could not have solved
this ambiguity.

Finally let us determine explicit expressions for ¢ = (¢) and n = (1f)). We obtain
the quark condensate ¢ = —X/(2g) directly from the expression of the self-energy %

(3.6) and get

Wy =T / ((21?;3 Tr (S(iwn + E)) , (X.30)

neEL

which in the vacuum reads

4
(D) = —i / (;/;4 T (k). (X.31)

In addition, we can calculate n = —9€Q,s/Op and get
i d3k _
n = (uly) = 2NN [ oy (T M) = (T, s M) ) (X.32)

which is identical to our definition (3.12]).

X.3. Constituent Quark Mass for Finite Chemical Potential

In this section we will determine the constituent quark mass for finite 7" and g while in
the original thesis only the case p = 0 is considered (see Section . The constituent
quark mass M = M(T, u) is obtained as solution of the gap equation . For some
values of u and T the gap equation does not yield a unique solution and the physical
solution has to be determined from the minimality condition of the grand potential (see
discussion below). For p = 0 this does not occur.

First, we set 7' = 0 and let p vary (see Figure . M stays constant for a large
interva]m and undergoes a first-order phase transition (i.e. M is a discontinuous function
of ) at u ~ 409 MeV where chiral symmetry is restored.

20This phenomenon can be studied in a more general context (for theories with a mass gap) and is called
Silver Blaze problem [104]
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Figure X.1.: Constituent quark mass M at T' = 0 as function of u for parameter set
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50 100 150 200 250 300T[MeV]

Figure X.2.: Left: Constituent quark mass M as function of T at u = 0, 100, 200, 300,
350, 400, 450 MeV (from top to bottom). Right: Constituent quark mass as
function of T"and p. The shaded area marks the first-order phase transition.
Both plots for parameter set

Figure (left) shows the dependence of M on T for different values of p. For
smaller values of i, there is a crossover from the broken phase to the symmetric phase.
For p =~ 400 MeV this happens via a first-order phase transition and for large enough p
we are in the symmetric phase even for T' = 0. Figure (right) shows the constituent
quark mass in the T-pu plane for parameter set

The transition between the chirally symmetric phase and the phase exhibiting spon-
taneous breaking of chiral symmetry is mainly a crossover. Only for small T one sees a
first-order phase transition. The first-order transition line in the T-u plane for param-
eter sets - is shown in Figure Parameter sets and do not produce a
first-order phase transition at all. In those cases there is always a crossover between the
broken and the symmetric phase.

Ambiguity of the Gap Equation

For values of T" and p close to the first-order phase transition the gap equation does
not have a unique solution. The solutions to the gap equation for u = 400 MeV and
parameter set are shown in Figure (left). For sufficiently large or small T the
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Figure X.3.: The lines show the position of the first-order phase transition between the
(approximately) chirally symmetric phase (large T' or p) and the sponta-
neously broken phase (small 7" and p) for parameter sets [[C]|- (from left
to right).

M [MeV] i
400 Q'imf [MeV4]
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-1.0 x 107
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150

2.5 x 107
100
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Figure X.4.: Left: The curved line represents the 1 or 3 solutions M to the gap equation
at p = 400 MeV. The correct phase transition is marked by the middle
vertical line. Right: The grand potential Q! . at p = 400 MeV and T' =
36 MeV. Both plots for parameter set

solution is unique. However, there is an interval for T" with three solutions. The gap
equation does not tell us when the phase transition, i.e. the jump from the upper
branch to the lower branch of the solution happens. It might occur anywhere between
the beginning of the lower branch and the end of the upper branch. The intermediate
branch is unphysical.

We have argued in Section that the roots of the gap equation correspond to local
extrema of the grand potential. The physical solution is given by the global minimum of
the grand potential, i.e. of the solutions of the gap equation we have to single out the one
with the smallest grand potential. The lower and upper solution branch in Figure[X.4]are
local minima of €2/ whereas the intermediate branch is a local maximum (see Figure gl
(right)). The phase transition occurs when the global minimum jumps from one local

minimum to the other.
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Appendices
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A. Conventions

Minkowski Metric
In this text we use the Minkowski metric with the usual particle physics signature

(+,—,—,—), i.e. the metric tensor is given by

" = nu = diag(+1, -1, -1, -1). (A.1)
Greek indices like u,v,... run over all components of a four-vector while lower case
Roman letters like ¢, 7, ... run over the three-vector components.

Natural Units
In this text we will use natural units, which in particle physics means

h=c=kg=1. (A.2)

The only remaining unit is the electron volt (eV).
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B. Basic Quantities

B.1. Calculation of the Polarisation Loop

The following calculations aim at the calculation of the polarisation loop

Ch e (CarS(k + p)TarS(R))

Ju(p) :i/(%)

(B.1)

for M € {o,m} (see Section [2.5)). Let us begin by calculating the expression for the o

meson. We have

4
To(e) =1 [ o7 (S 4 2) S (1)

_Z./ Ak F+p+M k+M
) (2n)t (k+p)2— M2 +ick?— M2+ic)’

We have to evaluate the trace
Tr((k+p+M) (}6+M)) - NfNCtr(<;é+p+M) (;é+M)) ,
where the remaining trace tr is to be taken over Dirac space. Using
tr(¢) =0 and tr(¢h) = 4(a-b)
for arbitrary four-vectors a and b, we get
T (K +p+ M) (F+ M) = ANN(K +p- b+ M?).
Hence

d*k k2 +p-k+ M?
(2m)% ((k 4+ p)? — M? +ie) (k2 — M? + ig)

[ dYk 1
= ANeNe (2/ Cm) k2 — M2 +ie

_Z,/ d*k p-k+p?—2M?
@m)* ((k+p)% — M2? +ie) (k2 — M2+ ie) ) °

T, (p) = 4N;Noi /

Via substitution one easily shows that

/ d*k 2p - k + p? 0
(2m)4 ((k + p)2 — M2 +ie) (k2 — M2 +ig)
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which means we can replace p-k by —p?/2 in the second integral and so we finally arrive
at the expression

4
Jop) = 4NfNCi/ ((Qiﬂ];4 K2 1\22 +ie

d*k 1 (B.8)
2m)* ((k +p)? — M? +ie) (k? — M? +ig)

= 4N; Nl — 2NeNe(p? — 4M?)ilo(p).

— 2Nt No(p® — 4M?)i /

The calculation for J2 is analogous. We have

4
) =i [ (37:;4 Tr (95778 (k + p) 19578 ()

B g Vs (K +p+ M)y (F+ M)
= —5achNfz/ (27T)4 tr(((k+p)2—M2+i5) (k2_M2+ig)>

=~ e s )
A 2 .p— M?
— 5ab4Nchi/ (gﬂl; (T p)? _kj\;z]i Z-Z:;) (1?24— M2 + ie)
= 6,AN; Ni / ((21;];4 o AZQ i (B.9)
4 . 2
_ 4Nchz'/ ((21”];4 (TP ]\/ﬁ f;;)p(k2 M+ ie)
= 6ab4Nchi/ ((21:;4 k2 _ ]\22 + i€

d*k 1
52 NeN.pPi /
IR T m) A  (k + p)2 — M2 +ie) (K2 — M2 1 ie)
— 6 (4Nchi11 — ONgNp2ils (p)) .

B.2. Alternative Representation of the Meson Propagator

We want to show that the meson propagator

D (p) = 1_2_9% (B.10)

in the simple model can be written as

1
2NN (92 — €2))ila(p?) — m2ila(my))

Du(p*) = (B.11)

for M € {o,7} with e; =0 and ¢, = 4M?.
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We can write the polarisation function as

1 m )
Iue) = - (1= 37 )~ 2VeDe(? - ear)iTa(p). (3.12)
Hence m
1—2gJpm(p) = v 4gNeNi(p* — enr)ila(p). (B.13)

We saw in Section that the pion propagator D, (p) has a pole at the pion mass, i.e.
D7 Y(my) = 0. We can write

m .
0 =1=2gJx(mx) = 77 + 49N Nym2ils(my). (B.14)
Then

1 —2gJm(p) =1 =29 pm(p) — (1 — 29Jp(mr)) = 4gNc NV (p2i12(p) - miifz(mw))

(B.15)
and for the propagator we get
Dy (p®) = — ! : (B.16)
2NNt ((p? — e3p)ila(p?) — mZilz(mx))
B.3. Calculation of the Pion Decay Constant
We calculate the pion decay constant f; starting from the defining relation
" d*k T¢
fap"0ar = Inqq / W Tr fY V55 S(k —l—p)Z’y5T S(k) (B'17)

(see (2.83). We do so by evaluating the right-hand side of the above equation. We have

T (19955 S(k+ p)insTS(h) ) = S0 NeNe tr (135 (k + p)15S ()
= _%5abeNc tr (4*S(k+p)ysS(k)ys)  (B18)
= — LS NeNetr (S + p)S(—F)).
Using
tr (v (k +p+ M)(—k + M))

(k4 p)? — M2 +ie) (k? — M? + ic)

_ tr (pM) (B.19)
~ ((k+p)2— M2 +ie) (k2 — M2 + ig)

B 4 M pt

~ ((k+p)2— M2 +ie) (k2 — M2 + ig)

tr (v*S(k +p)S(—k)) =
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we get

d*k 1
= — 2M N¢ N
fr 9mqq f CZ/(QT‘.)4 ((k+p)2_M2+i5) (kz—MQ—Fis) B.20
= — rga2M NiNeil(p) (3:20)
= —gﬁquMNchiIQ(mw)y

where we inserted m2 for p? since p is the momentum of the pion.
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C. Elementary Integrals

C.1. Calculation of the Integral :];

The integral il; is defined as

d*k 1
[ =1 . 1
i Z/(27T)4k2—M2+i5 (€1

We write B
1 [o 1
=1 —5— dky—5——5— C.2
Zl Z/(27T)327T/_oo 0k8—E}%+i5’ (©-2)

where we defined Ej: = 4/ k2 + M2. The inner integral can be evaluated using the residue
theorem. We have

i/wdk;—i/wdk ! (C.3)
21 Jovo kG~ EZ+ic 27 Jooo (ko — By +i€) (ko + Ef — i) '

with ¢’ = ¢/(2E}). To apply the residue theorem we identify two first-order poles at
ko = £(Ey —ic). Since the integrand falls off quadratically for [ko| — oo we can close
the integration path from —oo to oo to an integration path I' around the upper half
plane:

Im(ko)
A

» Re(k
= (ko)

Only the pole kg = —E} + i’ contributes to the integral and we get

1 [ 1 1
— dk = . 4
2 /—oo 0 (ko — E’; + i€/)(l€o + EE — z'e’) QiEE (C )

This gives

1 &3k 1 1 [ k2
[ = — —— = — dk— .
(75} 2 / (271')3 EE 477'2~/0 /k?2 + M2 (C 5)
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The integral ¢1; is quadratically divergent. Using Pauli-Villars regularisation with two
regulators as described in Section [2.3] gives
1

iL = 1 (M2 1n(M?) = 2(M? + A2 In(M? + A?) + (M2 + 2A%) In(M? + 2A))

1 M? M? + 2A°
- M2 () (M2 4282 [ 2 )
16772< n<M2+A2>+( " )H<M2+A2>>

(C.6)
C.2. Calculation of the Integral i/5(p)
We want to explicitly perform the kg-integration in
d*k 1
iIo(p) =i :
i) =i | (@) (W2 — M2 1 i) (k + p)% — M2 1 ie) (€D

(see equation ([2.64])) by application of the residue theorem.
We introduce a more general notation that will help us structuring the calculations:

d*k 1 d*k 1
ily(p) = Z/ 1 H 2 2 Z/ 1 H 2 2 :
(2m) wc{0p) (k+a)?> — M? +ic (2m) ac0p) (ko +ao)? — EE+& +ie

/ d*k H 1 1
= : .
(271')4 wc{0p) (k‘o + CLO) — (EEJrE[ — 'Lg’) (k;o + aO) + (EE+6 _ ’LSI)

d3k dko 1
== / ami | 2 1 55—
(2m) 2mi ac{0p) 2E;, 4

1 1
. ((ko +ag) — (EE+6 —ie’) B (ko + ao) + (EE+E - ie’;")) ’
(C.8)

Here, we first wrote (k + a)? — M? = (ko + a3) — E%M, and then applied

1 1 1
(k:0+a0)2—E]%+6+i5 a ko-l-ao—EE+a+i8’k0+ao+EE+d.—i8/

(C.9)

with &’ = ¢/(2E}, ;). In future, we will drop the prime in ¢'.

The kp-integral can now be evaluated using the residue theorem. To apply the residue
theorem we identify four first-order poles at kg = £(Ej; —ic) and ko = —po £ (EE+;?_ ic).
We can close the integration path from —oo to co to an integration path I' around the
upper half plane:
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Im(ko)
A

= = —» Re(ko)
X X

Only the poles kg = —Ep +ie and kg = —pg — EE+;7+ i€ contribute to the integral and
we get

() / R | l( 1 1 )
1i2\p) = — =
(2m)3 4EEEE+ﬁ Do — EE — EE+5+ 2ie  po — EE + Eg+ﬁ (C.10)

1 1
+ — — :
(—pO—EE—EE+ﬁ+2Z€ —p0+EE—EE+ﬁ>]

Let us analyse the structure of the integrand. Those denominators without the 2ie-term
can become zero for a certain three-momentum, which means that the integral is not
well-defined (even with regularisation). These fractions however all cancel and in the
end only denominators with a 2ie-term are left.

We get

L (p) / d3k 1 1 1
? = — — ;
2P (27T)3 4EEEE+ﬁ Po — EE — EE+}7'+ 2ie Po + EE + EE—}—ﬁ_ 2ie
_ / 4’k 1 Ep+ By
A

27‘(‘)3 2EEEE+ﬁp% — (EE + EE—I—ﬁ — 2i€)2

(C.11)

_/ d*k 1 L, 1
(27T)3p(2]—(EE+EE+ﬁ)2+i5 2E; 2B, ; '

By making the substitution ki —k—p we get for the second part of the integral

/ d*k 1 1 / d*k 1 1
(2m)3 p3 — (B + Eﬁ+ﬁ)2 +ie QEEJFﬁ (2m)3 pg — (E—E—ﬁ_'_ E—E)2 +ie2F 1

B / d*k 1 1
(27[')3 pg — (EE+;3'+ EE)2 + 1€ QEE
(C.12)

and hence we obtain

&’k 1 1
1 = — . C.13
iL2(p) / (2m)3 EEp% - (EE+E5+E)2 +ig ( )
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Figure C.1.: The real and imaginary parts of il3(p?) plotted as a function of p? for
M = 260 MeV and A = 800 MeV.

The above integral only depends on p?. We can therefore set p2 = p? and = 0. Hence
the integral becomes

3k 1 1 1 [o° k?
iIh(p?) = / — = — / dk : C.14
i) = [ Gy Egp? —AEZ+ie  2m2Jy © Ep(p? — AEZ + i) (C.14)

The integral iI5(p?) = iI(p?) can be solved analytically, which is discussed in Section
The result is plotted in Figure [C.1]

C.3. Analytical Solutions of the Integrals i/(p), iK(p), iL(p)

In Appendix we showed how to write the integral il5(p?) = iI(p?) as a radial three-
momentum integral. Analogous calculations for K (p?) and iL(p?) lead to the results in
[41]:

1(p?) ! / Tk i
sEAP 0o Ep(p? —AE2+ie)

1 oo k2(12E2% — p?
iK(p*) = @/O Eg(pi —4%%“')5)2’ (C.15)
160~ 55 [
472 Jo E%(p? — AE? + ie)?
Defining
x:]\izlj\’izl and ;322]\]9;2 (C.16)
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we can write the above integrals (applying a suitable variable transformation) in the
form

) 1 Pt pP—d—x 1
il(p?) = / x —
1672 J_o VP2 —x x+ie
, 1 1 Pt P42 -3x) 1
iIK(p) = —5+7 / dz ¥ ( p3 ) —> (C.17)
1672 M? J_ - (x + i)
L) 11 /?4 PP —4—x(4p? —5z) 1
7 = — €T .
P 812 M4 J_o e (x +1ig)3
We are hence in each case given an integral
b 1 c
d .18
| @ e (C.18)

which is to be calculated in the limit ¢ — 0, where n = 1,2,3 and f(z) is a well-behaved
function at x = 0. It is useful to determine the real and imaginary parts independently.

Imaginary Part
Let us first study the imaginary parts. We note that

a (“) _ (e l® o)) (—1)"n! Im (1) . (C.19)

dzm \ 2 + a? (1?2 + a2)n+1 (CU _ Z'a)n-i-l

Moreover it is known that 1
€

mx? +e?
is an approximation to the identity, i.e. it converges to the Dirac delta distribution
d(z) as e — 0. Analogously, derivatives of that function converge to the corresponding
distributional derivatives of the delta distribution.

Taking the above observations together we get

(C.20)

Im (1> I Gl SPITD (x) (C.21)
(@ +ig)ntl n!
as € — 0, where (" (z) denotes the n-th derivative of the delta distribution.

The imaginary parts of the above integrals iI(p?), iK (p?) and iL(p?) are hence easily
calculated by first partially integrating and then evaluating the integrand at = 0. This
yields

1 p?—4M?
— e (p? - 4M?),

167 V2

1 1

167 o2y — I

Im (iI(pQ))

Im (zK(p2))

p* —AM?), (C.22)
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where © denotes the Heaviside step function.

Real Part
Let us now turn to the real part of the integral. Here, the considerations are a bit more
difficult. Let us define the integration kernel

K& (z) = Re (W) (C.23)

and K, (z) as the distributional limit of K¢(x) for ¢ — 0. A careful study of the above
expression shows that

/_O:O K (x)z"de = /_o:o K, (2)z"dzx =0 (C.24)

for k € {0,1,...,n—1}. For k < n — 1 the integral exists in an ordinary sense, however
for Kk = n — 1 this is not the case. We can however set the integral value to zero since the
integrand is an odd function in that C&SGE Let f(x) be a given (n-times differentiable)
function. We can consider the Taylor polynomial

2 n

T,(z) = £(0) + f'(0)z + f”(O)% T f(”)(O)% (C.25)
and the corresponding residual
R, (z) = f(z) — Ty (x). (C.26)

We then get

| Ka@)f@is = [ K@ T @dot [ Ko@) Ro (@)da
=0
= [7 KR (@)

— 0o
mn—l

/oo @) = £(0) = f/(O)a + ["(0)% + ...+ f"D(0) &,

dx

- /OO Ln_l(x) dz.
o "

xn

(C.27)

If we assume the function f(x) to be analytic, the numerator in the above integral has
a zero of order n at x = 0 and so K, (x) just becomes 1/2™ and the integrand does not
have a pole at x = 0.

21This corresponds to interpreting the integral as a Cauchy principal value integral limg_; oo fja, which
indeed vanishes.
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Rather than integrating from —oo to +00 we only want to integrate up to some finite
b. We have to distinguish between two cases. First, let b > 0. Here we have

/_boo (@) f (2)de = / " Ko@) f(x)da / * Kn(@ F()de
- / finca(z) / f (C.28)
_/ dw—/b n;l()dx.

However, since T),—1(x) is a polynomial of degree n — 1, the integrand T,,_1(x)/(x™)
behaves like 1/ for large x and hence the latter integral does not converge. However, if
we write

/ Ko dx—/b R”;(dm/ ( no1( x)—Tnl(m)>dx, (C.29)

by T (—z)™ "

both integrals are well-defined.
If b < 0, we can directly calculate

/_booKn(x)f(a:)dx: P I@)y, (C.30)

—oo I

since 0 is not element of the domain of integration.

With the above formula we can calculate the real parts of the integrals il(p?), iK (p?)
and iL(p?) numerically without any further complication since the integrands are all
well-behaved. It turns out that in all three cases the integration can even be done
analytically.

The integral iI(p) still has to be regularised. Even though it is only logarithmically
divergent, we will use the regularisation scheme we used for i/;. Hence the result of the
Pauli-Villars regularised integral will be piecewise defined for p? < 4M?, 4M? < p? <
AM? + 4A?, AM? + 4A? < p? < 4M? + 8A? and p? > 4M? + 8A2.

The real part of ¢Io has two contributions. The first one comes from the divergent
part of the integral and is given by

162 (hl(MQ)_21n(M2+A2)+111(M2+2A2>) (C.31)

(regularised). The second contribution is not divergent and is for p> < 4M? (including

p? < 0) given by
1 V4M? —p? arctan1/4M2
872 VP2

(not regularised). For p? < 0, the argument ,/ﬁ of the arctan is imaginary and we
can use arctan(ixz) = ¢arctanh(x) to write the contribution to the integral as

1 V4M?2 —p arctamh,/le2
87[‘2 \/—p ’

(C.32)

(C.33)
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We note that the argument of the arctanh is now real and smaller than 1 in magnitude,
which implies that the arctanh is purely real. For p? > 4M? the second contribution is

1 \/p2—4M21 VD2 +\/p? — 4M2
1672\ - VA

(not regularised).

We can also write the real and the imaginary part of I(p) together as

il (p®)

- [m (MQ) —2In (M2 + Az) +1n (M2 T 2A2)

2 _ .2 2 2 .92
+of <4Mp2 p>—4f <4M +;2A p>+2f<

with
\/x arctan (ﬁ) , x>0

fz) = \/Txarctanh( 1 ), x<0.

ﬁ

—X

0, T =

For iK (p) we obtain

R (K( 2)) arctan (“ﬁ)
e =

P 824/ p2\/4M? — p?
for p? < 4M? (including p? < 0), which we can write as

_p2
B arctanh <\/ m)

N 82/ —p2\/4M? — p?

Re (iK (p?))
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(C.34)

)

(C.37)

(C.38)



for p? < 0, and

: 1
Re (zK(pQ)) T 1672(p2)3 /2 /% — A0 (2 — 20M2)
{ —p2{2M2<ln ( — VPP (VPE = 2M? — \/p?) +M2)
25602
+8In ( — VPP — AME 4 V) >>
— VP2(VP? —2M? + \/p?)
2 \F\/erMQ —p?
(- )
+2In (\/> m \/> 2M2>>]
= o120t 2) tn (252052 — 2002 4\ ) - 0r2)
2 2 _ 2 _ 2 D)
) (S
+ 240 I (/p2(fp? — 402 4 \fp?) QMQ)}
(C.39)

for p? > 4M?.
For iL(p) we obtain

—4M?\/p? + 2 (2M? — p?) \/AM? — p? arctan ( ﬁ) + (p*)3?
82 (p2)/2 (2 — AM2)?

Re (iL(p%)) =

(C.40)
for p? < 4M? (including p? < 0), which we write as

AM2/=p% — 2 (2M? - 1?) VIMZ = P arctanh (/s ) + (—p2)82

Re (zL( )) 8m2(— p2)3/2 (p? —4M2)2

(C.41)
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for p? < 0, and

Re (iL(p?)) = !

S (?)2 (97 — AM2)? (52 — 2017)

{‘p2_4M2 {(pQ)an(\f \/7+f 2M2)
+4AMP (P — M2)In (\/p2(/p? — 4D2 +\[p?) — 21%) (C.42)
4 2(p? — 2M2)? 1n(M)] — 2% (In(16)y/p? — 402 + 6,/p?)

+M4(1n(16)\/p —4M2+8\f) 5/2}

for p? > 4M?.

C.4. Derivative of the Elementary Integral i/(p)

In the following we want to calculate the derivative
d (i(p*))
d(p?)
and express it again in terms of elementary integrals. For this we use the expressions

(4.23) for the elementary integrals since they explicitly depend on p?. We have
Yy g Yy Yy

i 2 %) 2
d(I(p))_ d 1 / dkE( k

(C.43)

d(p?) d(p?) 272 -(p? — 4El§ + ig)
1 —k?
~on2 / P2 — AE2 +ic)? (C44)
L / 4k2 k? + M?)
2 4E2 + ig)?

In analogy we write

'I(O) B i /oo _kQ(pQ _ 4k2 _ 4M2)2
T S E3(p? —4E2 1 ie)?
4k% (k2 + M2)( — 4k? — 4M?)
dk
10 = g2 / E3(p? — 42 + ic)? ’ (C.45)
K () 1 /oo k2(12k2 +12M2 — p?)
AP =33 3002 _ AF2 1 i-)2
81 EE(p AEZ + i€)
Comparing the numerators of the integrand we see that
d (iI(p2)) 1 ri 2 L. 2
— I1(0) — I — —iK 4
i) g (O =i () = SiK () (C.46)
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Moreover we calculate
d(p*l(p?) _ . d (i1 (p*))
d(p?) 1) +p* d(p?)
=il (p®) + % (7;1(0) - iI(p2)) - %pziIK(pQ) (C.47)

= % (i1(0) +i1(p*) = K (p?)) -

C.5. Calculation of the Integrals i/5(p,q) and il,(p,q, )

We were able to give analytical expressions for the integrals i/; and il2(p) (both needed
to be regularised). For the latter, we saw that the solution exhibits certain momentum
thresholds (p? > 4M?,...). Tt is reasonable to assume that this will also be the case for
iI3(p, q) and il4(p, q,r). However, since there are more external momenta, the situation
will be considerably more difficult. In general, integrals of the form

z/ (2m)* (k2 — M2 +ie) ((k + q1)2 — M2 + ic) T M2 1 ie) (C.48)

are called scalar one-loop n-point functions and are studied for example in [80), [8T], [82].
One usually uses the momenta p1 = q1, po = g2 — q1, p3 = g3 — qo, etc. so that the k-th
denominator in the above integral reads (k + p1 +p2 + ... + pi)? — M? + ic.

The general approach for solving these integrals is the introduction of so-called Feyn-

man parameters x,y, z, ... [58]. The idea is based on the identity
(r+y—1
d:c/ , C.49
AB / (rA+ (1 —-2z)B / xA+yB)2 (C.49)

which is easily generalised to

1 x4+ +xp—1)
— 1 d dx, . C.50
n / T / 331141 + -+ ann)n ( )

Ay A,

By identifying the denominators of with Ay,..., A, in the above formula, it
is possible to introduce n new integrations. Then, the k-integration is performed and
with the help of the d-function we obtain an expression in terms of integrals over n — 1
Feynman parameters.

Using the above described technique, it is possible to write the integrals iI3(p, q) and

’L'I4(pa q, 7") as

1 1
1 = d d C.51
i(p,0) 16%2/0 x/o Yaa? ¥ by + coy + du + ey + f (G:51)
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with

a=(q—p)
b=p?
c=2p-(q—p),
( 2) (C.52)
e=p*—2p-q,
f=M—ic
and
iI4(p7Q7r)
71 1d xd yd 1
_716772/0 :1:/0 y/o Z(a:n2+by2+g,22—|—C:L‘y+h:1:z—|—jyz—|—dx+ey—|—k:z+f)2
(C.53)
with
(L:(T—Q)Q,
b:(q_p)2a
c=2(q—p) (r—q),
d:_(r_q)27
e=q¢ —p*+2p—q) -,
, (C.54)
f=M*—1ie,
g="p>
h:2p(r_q>7
j=2p(q—p),
k:p2—2p-r.

We see that the integrals depend on all possible Lorentz scalars that can be formed
from the external momenta. The authors of [80] describe how the above expressions can
be further simplified and even expressed analytically using the Spence or dilogarithm
function

Sp(x) = — /0 1 dtln(lt_”). (C.55)

One has to be very careful however, for which external momentum configurations the
given expressions are valid and we do not give these results here. We simply note that the
evaluation of iI3(p, q) and il4(p, q,r) and even higher one-loop integrals is implemented
in the LoopTools package [83], which returns correct results for the external momenta
occurring in the pion-pion scattering process as described in Chapter [
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D. Medium Integrals

D.1. Medium Version of the Integral i[;

The medium version of integral i/; is defined by

d3l<: 1

il (T, ) TZ/ 5 5
iz 3 (iwj + ) _EE

(D.1)

with the fermionic Matsubara frequencies iw; = (2j + 1)miT. By applying the residue
theorem we can replace the sum by an appropriate integral over a path I' in the complex
plane, which we then deform to the path I':

Im(z)
A r
T
r P
»Re(z)
~—
This gives
k1 1
(T, 1) = d ——— D.2
i1 (T, ) /(271‘) 27”}{ ZnF(Z)(z+u)2 _El% ( )

where np(z) = (1 + exp(z/T))~! is the Fermi distribution function and has poles at all
Matsubara frequencies with residue —7'. The path I runs clockwise around the poles
212 = £E; — p of the integrand and hence we get

Br &
i1 (T, p) = —/ 2n)? ZReszl <np( )M)

3
B / ((217:;3 2}% (nF(_EE — ) —np(Ep — u)) (D.3)
Bk 1

N / (27)3 2E (1= mg =g
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where we used np(—z) = 1 —np(z) in the last step and defined the quark and antiquark
occupation number density

1
’I’L*:TL*(T,/L’M) - _ :nF(Eﬂ_/J’)
k i 1+ exp (EkT u) k
1 (D.4)
nig = np(T, s M) = —~ = (B + ).
k k 1 + exp (EkTJru) k

Regularisation
The above integral i1 (T, 1) can be split into a vacuum and a medium contribution as
we will show in the following and it turns out that only the vacuum contribution needs
to be regularised.

If we let T" — 0, the Fermi distribution functions becomes

nr(z) > 1—06(x) = O(—x), (D.5)

where ©(x) denotes the Heaviside step function. If we in addition set p = 0, the quark
and antiquark occupation number densities in expression for 717 will vanish since
E; is always positive. We argued before that we will obtain the vacuum expression of a
given quantity in the limit 7', x — 0. Hence

Bk 1
e = [ S8 2 D.
= / (2m)3 2B (D-6)

which agrees with the vacuum result obtained in Chapter [2l The rest of the medium
integral we can separate off and call it the medium contribution to the integral, i.e.

iL(T, p) = i + il"(T, p) (D.7)
with 5
d°k 1
jrmed( :—/7— =+ nz). D.
i (T, ) 2n) 28, (nk +nk> (D.8)

As the occupation number densities are given in terms of the Fermi distribution function
ny, they are exponentially decreasing for large E, which guarantees the convergence of
the medium contribution to the integral. Only the vacuum part (as we discussed in
Section needs to be regularised, e.g. by applying a Pauli-Villars regularisation
scheme. The medium contribution will be left unchanged.
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D.2. Medium Versions of the Integrals i/(p), iK(p), iL(p)

We want to determine the medium versions of the integrals

. Ak 1 1
il(p) == Z/ (2m)4 (k2 — M2 +ic) (k 4+ p)2 — M2 +ig)’

iK(p) .—z/ @)% (k2 — M2 +ie)? (k + p)2 — M 1 ie)’ (D.9)
o d 1 1
iL(p) := / (2m)8 (k2 — M2 +ie)? ((k +p)2 — M2 +ie)*

The medium integrals are given by

1
Zanﬁ) = TZ/ ; ; )
ez zwj + p)? — E]%) ((zwn + iwj + p)? — El%-i-ﬁ)
d3k 1

Kl ) = TZ/ Wj + p)? — E,%)Q ((iwn + iw; 4 p)? — E2 ~) + (B10)

i) Z / d3/-c 1
’ zwj +u)? — E}%)2 <(iwn + iwj + p)? Eiﬂ,)w

where the outer Matsubara frequency iw,, = 2minT is a bosonic frequency (related to p)
and iw; = (2 + 1)miT is a fermionic frequency (related to k). We write the Matsubara
sums as contour integrals by application of the residue theorem (recall that the Fermi
distribution np(2) = (1+exp(z/T)) ! has poles at z = (2j + 1)miT = iw; for j € Z with
residue —7"). We get

. [ Pk 1 ng (2)
I(anam - / (271’)3 27 fi‘ ((Z + lu)2 _ E’%) ((Z + dwy, + M)Q . E]%»+ﬁ> ’
K (iw &Pk 1 ng(z)
ny D) = / 2 32#2% ((ZJr,LL)QfE’%)Q ((Z+iwn+,u)2*E]%+ﬁ)7 (D.11)

5 / Bk 1 f{ nr(z)

anap )
om)3 2mi o 22 - 2 )2

O ((z+ )2 = B2)" (2 + iwn + p)? Ek+p)

where I' is an integration contour running counter-clockwise around all the Matsubara

poles on the imaginary axis. This path can be deformed to an integration contour

running clockwise around the (first or second order) poles 22 = iEE —pand z34 =

+Er Tl iwy, of the integrands. We then apply the residue theorem once more to
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obtain

o (iw = — k3 es nr(2)
I(iwn, p) = / SZR zi ((Z+M)2*E;%) ((Z+iw”+“)2*E%+ﬁ)’
1K (iw = — 7d3k 3 es nr(2)
Klion, 7) / (2m)? ;R B ((z+m2 - Eg)2 ((z+ i + )2 = E%W) + (D12)

4

o e ng(2) .
L I v Cryve

The sum of the residues is quite lengthy and we do not write down the resulting expres-
sions. In the following we give the general ideas of the calculations.

We make the analytical continuation by replacing iw, — pg + i€ to obtain the re-
tarded integrals I (po, p), iK™ (po, p) and i Lt (pg, p) (or iwy, — po + i for the advanced
versions). We then do a partial fraction decomposition to write the integrand of each
integral in terms of the denominators (po + Ej + Ej. T i€)"™, where n can be 1 for
il*(po,p), 1 or 2 for iK™ (pg,p) and 1, 2 or 3 for iL ™ (po, P).

For the imaginary part of the integrals this translates into d-distributions and deriva-
tives thereof. For the real part we proceed analogously as described in Section[C.3] Both
discussions turn out be be very difficult due to the three-dimensional integration over k.
So far this calculation is only done for iI™(pg, p) [38] and we will present the results in

Section [D.3l

Vanishing Three-Momentum

As a simplification when it comes to calculating the retarded integrals i1 (po, p), iK™ (po, p)
and L™ (po,p) we could assume that the three-momentum p vanishes. Setting p = 0
amounts to replacing Ey s by E} in expressions 1' In that case the integrand
simplifies considerably and the integrals can be written as

. _ d3k sinh (%)
(o, 0) = _/ (2m)? Ex (4E]% — (po + i€)2> (cosh (7’5) + cosh (%)) ’ (D-13)

Z'KJF(pO’ 0) = / d3k3 —4E2p0 + EEPO (po 4E2) cosh <752?f08h + Ekp;)
(2m) 4E3poT ((po + i€)? — 4E3) (cosh () + cosh (£))

+ sinh ( ) [2E2 (4E2 — po) sinh (&) N

' —poT (p% - 12E]%> (cosh ( ) + cosh (%))}

(D.14)
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and

2(E]'€‘+l‘) |:

PBr e 2E; (16El‘-§ — pé) (cosh (%) cosh (&) + 1)
3

’I:L+(p0)0) = / (277)3 EE u 2 E~ +M 2 e
PTE? (4E% — (po + 2'5)2) (eT + eT) ( + 1)

(D.15)

These integrals only depend on Ej = 1/ k2 + M2 and hence only on |E| rather than k.
We transform the integrals in the following way

4’k 1
/ 2 Ty

dE;Ep\/E2 — M (Ey
= o
27[‘ <4E2 _p%)

1 oo
_ 2 A2 / 2
872 Aszg dayw g~ M < TP

> (x — sgn(pg)ie)"”
1 [ 4M =) 5
sgaC [ e e ey (5 V‘"’““’O) @t

1

n(po)ie)"
(D.16)

The real and imaginary part of the integrals can now be calculated as described in
Section This is done numerically in the case of the real part. The imaginary part
can be expressed analytically and is given by

\/P3 4M2s1nh(‘p°‘)

167 |po| (cosh (%) + cosh (%))

m (il (po. 0)) = — sen(po) O(pf —4M?), (D7)

sinh (122 [ sen 2 _ AM2) sinh (£
Im (iKJr(pO’())) = sgn(po) ( ) [ gu(po) (#5 ) (7;)
T

32T [ — 402 (cosh () +cosh (1)) (D.18)

+2\po]T (cosh (%‘) + cosh (%))}

@(pg - 4M2)a
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sinh (%) [ST2 (p3 — 2M?) cosh (%)

1287TT2|p0‘3\/M3 (Cosh (%) + cosh (%)>3

+ (872 (0§ —2002) + (9 — 4142)") cosh (%)

Im (iL+(p0, 0)) = sgn(po)

+16T2 (pf — 2M?) — 3 (pf — 4M?)’]

— (1672 (202 — pB) + (p§ — 4M?2)?) cosh (&) sinh (22!)

X

x O(pg — 4M?).
(D.19)

One easily checks that for 4 = 0 and T" — 0 these expressions for the imaginary part
yield the vacuum results as calculated in Section times a factor of sgn(pop),
which is due to the fact that we are calculating retarded integrals rather than Feynman
integrals. A more detailed discussion related to this topic can be found in Section
where we calculate the medium integral iI* (po, p) = iI5 (po, p) for non-vanishing 5.

Regularisation

The way we wrote down the integrals, we did not separate between a medium and a
vacuum contribution. This we have to do since we decided to regularise the vacuum,
but not the medium contribution of the integrals. Since iK™ (pg,p) and iL™ (pg,p) do
not have to be regularised at all, we simply calculate the unregularised expression (for
the real or imaginary part) and subtract the vacuum expression in order to obtain the
medium contribution. Then we add again the regularised vacuum expression, which we
decided to regularise for consistency.

For the imaginary part of iI™ (pg, p) we proceed as described above. The real part does
not converge without regularisation. It is therefore convenient to separate off medium
and vacuum contribution already for the integrand. This is done in the following Sec-
tion for the more general case of non-vanishing external three-momentum p. Setting

P =0 in (D.32) yields

Bk 1 1

iIer,O:/i— 1—ny—ng _ , D.20
2 (Po, 0) (2m)3 E; ( k ’f) (po +ig)? — 4El% ( )
where we easily read off the vacuum contribution
3k 1 1
1" (po, 0 :/ — D.21
1 2 (p07 ) (27'(')3 EE (p() +i€)2 *4E]%7 ( )
and the medium contribution
3k 1 1
1™ (pg, 0) = —/ — (n; +np . D.22
1y (p07 ) (271_)3 E,E (nk + nk> (po T i8)2 _ 4E% ( )
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For each the real part can be obtained by writing the integral as a one-dimensional
integral over |E | and calculating the Cauchy principal value integral, where we regularise
only the vacuum part. For the vacuum part we obtain exactly Re (il (p? = pg)) as is
discussed in Section The medium contribution is calculated numerically.

D.3. Medium Version of the Integral i/5(p)

We want to determine the medium version of the integral
D(p) = i / d*k 1
i =1 .
2\P (2m)% (k2 — M2 + ie) ((k + p)2 — M2 + ie)

for non-vanishing external three-momentum p. In Section we showed that the Mat-
subara integral can be written as

- - dg’ik 4 N nr(2)
inliond) =~ [ G e (+ 2 = BR) (= won + )2 = B}, )

(D.23)

(D.24)

with 210 = +E; — p and 234 = :l:EEJrﬁ — 1t — iwy. Calculating the residues yields

I (i %) / d3k nF(EE — 1)
1U2\1Wn,P) = — 3 i .
(@m)* | 2B (Bp + iwn — By, ;) (Bg + iwn + By ;)
N np(—E; — 1)
(=2E) (= Bg + iwn — By, ) (— B+ iwn + Ep5) 025)
N nF(EEJrﬁ— iwn — ) ’
(EEJrﬁ — Wy — EE) (EIZJrﬁi Wy, + EIZ) 2EE+15‘
N np(—EEJrﬁ — Wy — W)

(—Egyp— iwn — Bg) (~ By — iwn + Eg) (-2, )

By using the periodicity of nr and making a substitution ks —k— P in the second part
of the integral, the above expression simplifies to

il (iwn, ) = —/ o B
(@m)* | 2B (Bp + iwn — By, ;) (Bg + iwn + Bz ;)
B ny(—Eg — p)
25 (B — i + B ) (i = ion = B ) (D.26)
N np(Ey; — p) .
28y (Eg — iwn — By ) (B — iwn + Eg ;)
ne(—Ep — 1)

2B (B +iwn + By ) (B +iwn — By )
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Doing a partial fraction decomposition and rearranging the terms, one arrives at the
result

o d*k 1
ZIQ(ZUJn,ﬁ) = — / W% (nF(EE - M) - nF(_EE - N)) X

) ( 2B - By 2B+ Egy) )
(Bp — B2 — (iwn)? (B + B, )” — (iwn)?

(D.27)

Introducing s; - := Ey, .+ Ej and dp 5 := Ey .+ E} and using np(—z) =1—np(z) we
get

a3k 1
ily(iwn, P) = / 27) 3w( —nF(E;;‘i‘N)—nF(EE—M)) X
(D.28)
W )
2 _ (s 2 2 _ (s 2 ]°
dE,ﬁ (iwn) Sts (iwn)
Making the substitution ks —k — P we see that the integral
d3k 1 d =
1- g (D.29)
/ (271’)3 QEEEEJrﬁ d%,ﬁ_ (an)Q
vanishes and
d3k 1 Sk 7 Bk 1 1
/ i .k 2:/ - — (D.30)
(2) ZEEEEJrﬁ St5 (iwn) (2m)? Ef Sts (iwn)

Hence we can write the integral in a slightly different way (in accordance with [38]),
namely

I (i %) / d3k 1 nF(EE+N)+nF(EE*,U)S 1
1lo(tw = —= || = — 7
2\ b @3 |\ E; 2E;E; E7 ) (iwn)? — 52
P (D.31)
~ np(Ep +p) +np(Ep — p) 1
2E;B; - kb ()2 — d%ﬁﬁ

Retarded Integral
For the calculation of the meson masses we need the retarded version of the above
integral, which is obtained by replacing iw, + po + i€. The integral reads

5 - / d3k: L omgrig 1
povp - s .
By 2B B 57 o+ i) — 52
’ (D.32)

+n d 1
2B B PP (po+ie)? —di |
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We split the integral into a vacuum and a medium contribution

iLy (po, ) = il (po, p) + il ™ (po, ) (D.33)
with 5
d°’k 1 1
.I+,Vac / D34
(29 pO?ﬁ) 271' 3E* pO —|—Z€) _ S%ﬁ ( )
and
d3k ng+ng Sp > d’;; .
il "™ (po, p :—/ k__k L + —
2 ( 0 _) (27'(')3 2EE+ﬁEE (po + 7/5)2 _ S% . (po + 7/5)2 _ d%ﬁ
o / A3k ng +ng 1 1 (D.35)
(271‘)3 4EE+5EE po + i€ — Sty bo + e + Sip

1 1
+ - - - .
po + 1€ — dfé,ﬁ‘ po +1€ + dl;,ﬁ)

Only the vacuum part is divergent and needs to be regularised. The medium part is
convergent due to the n; and the nj in the integrand. Moreover, for p=0and T'— 0
the medium integral i34 (pg, p) vanishes, which justifies the separation into the two
parts.

The vacuum part can be written as

Bk 1 1
. . (D.36)
o1)3 B = g+ isgn(po)e — St 5

iI;_’vaC pO’m /

and comparing with (C.13]) immediately shows

iLy " (po, p) = il2(p?) (D.37)
for pp > 0 and
i (po, 7) = (ib(p) (D.38)
for pp < 0, i.e.
Re (il3*(po, 7)) = Re (il>(p?)) (D.39)
and
Im (i[;’vac(po,@) = sgn(po)Im (i[g(p2)> . (D.40)

The vacuum part il5 """ (pg, p) is hence identical to the vacuum integral il (p?) provided
that pg > 0. For pg < 0 there is a sign flip in the imaginary part. If we had taken the
advanced integral instead of the retarded one, this would be exactly the other way
around. This observation corresponds to the fact that we chose Feynman expressions in
our vacuum description (see Appendix , while for the medium discussion we chose
retarded expressions. The results for iI5(p?) are presented in Appendices and
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Imaginary Part
Let us now turn to the medium contribution 71, mmed (po, P). We first calculate the imag-
inary part, which is given by

. me d k n —I—Tl
I (z]j’ d(po,ﬁ»:/( )3m (5(p0—81375)—5(p0+5;;5)

(D.41)
+ 3(po — di; 5) = (po + di ) -
In general it is possible to write
dgk k+p
/ ! B Br) = | . / dE- / ! 01Ek+~EkEk+ F(Ep By, ), (D42)

where we treat Ej and Ej 5 as integration variables and define

E]iﬁ:: \/M2+(|Eyi|ﬁ1) = \/M2+ (,/EE—M2i|ﬁ]). (D.43)

The integral hence reads

Im (il;’med(po,ﬁ)

k+p _
16W| . / dE: / AEg, (n + i) (60 — 53 — (po + 57.,)

+ 0(po — dz 5) — (po +di )
(D.44)

Since the integrand contains J-distributions of the form ¢ (po+ Ep = E}, ) we calculate

X(E= ]( kﬂ;’)é( - kg :FE].C_H,)

E+p o

- {@(p N 4M2)@(:|:p0 + EE)X[po/Q*\/K,PODJr\/N (EE)
+0(—p*)O(£py F Ey) (1 = Xpo/2—v/Bpo/2+VA] (E,;))} (po — E; F Ep ),

(D.45)
Xigz_et | (Fpip)dpo+ B ¥ By p)
- {G(p2 —4AM*)O(%po £ EE)X[—po/Q—\/Z,—pO/2+\/Z}(EE)
OO % B) (1= X3V o/21v8) (F))| 60 = B B ),
where we defined
VA = g 74]\42 (D.46)

for p? < 0 or p? > 4M?>.
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Multiplying the above by ©(Ej; — M) and further simplification yields
@(EE - M)X[E%— ET }(Eﬁﬂy)é(po - E,g - E,gﬂ;)
= O(p* — 4M*)O(P0) Xy, /2 v/& o2+ va) (ER)O (00 — B — B, ),
O(E; — M)X[E: LET A}(Em];)(s(?o —Ep+ Ep o)
k+p" k+p
=0@p* - 4M2)@(E;;‘ — (po/2+ VA))é(po — Er+ E,;'+5)7 (D.47)
O(E; — M)X[EI;; |(Ef 5)0(po + B — Ep ) '

LET
P k+p

O(Ey - M)X[Ek‘ }(Elgﬂg)(s(l?o + Ep + E,gﬂ;)

- BT
+p" k+p

2 2
=O(p” —4M )@(_pO)X[_pO/Q_\/Z,_pO/Q.,_\/Z}(Eﬁ)é(p() + EE + EE+;7)7

Inserting this in the integral expression and applying the J-distributions to eliminate
the integral over Ey. > shows that the imaginary part is given by

e 1 Ipo/21+V/A )
tm (i, (po, 7)) = W@(pz — 4M?) sgn(po) /|p0/2|\/Z dB; (np + ) (DA48)
for p? > 0 and
4 med 1 VA+|po/2| ~
tm (#1377 (po, 7)) = Tox 7 ) /ﬂ—mo/m dE; (ng +ng) (D.49)

for p? < 0.

The imaginary part of the medium contribution depends again on sgn(pp) as in the case
of the vacuum contribution. The above integrals over the Fermi distribution function can
even be calculated analytically as the antiderivative of the Fermi distribution is known.
This yields [38]

. me T
Im (U;’ d(po,ﬁ)) = —m@@? — 4M?) sgn(po)
| 14 e 7|2 +VA-n) 0 14 e 7|2 |+VA+n)
X n n
1472 |=Va-n) 14 73 |=Va+n)

for p? > 0 and for p? < 0 we get

) d T
Im (ZI;’me (po,ﬁ)) = —m sgn(po) x

14 e HVEH ) L e HVEHE )
X |ln T 0 +1In T o
VA TE L+ o FCATE)
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Real Part

The real part of the medium contribution has to be calculated numerically. The most
reliable method makes use of the fact that we were able to express the imaginary part
analytically and that the imaginary part and the real part are related via a Kramers-
Kronig relation [75, [76]:

I+ med w
Re (iI3 ™ (po, 7)) = = PV / o (.7) (D.52)
w — Po
where this is only a one-dimensional 1ntegral (rather than three-dimensional), which
might have a first-order pole at w = py depending on whether Z'Ig‘ed(w,ﬁ) vanishes at
w = po for a given p or not. Hence we must evaluate the integral as a principal value
integral.

D.4. Medium Version of the Bosonic Integral z'IQ(W)(p)

The bosonic version of the integral iI2(p) is obtained by replacing the quark mass M with
the pion mass m, and in the medium case the sum over fermionic Matsubara frequencies
by a sum over bosonic Matsubara frequencies. The calculation is very similar to the
fermionic case but instead of the Fermi distribution function np(z) = 1/(exp(z/T) + 1)
the Bose distribution function np(z) = 1/(exp(z/T) — 1) will appear.

For the purposes of this text we will only need the imaginary part, which for the
medium part is given by

() ,+,med _ T 2 42
Im (ZIQ (p(],ﬁj) - 167 ‘ﬁ‘l @(p 4m7r) Sgn(p(])x
| e ([B+VA-u) | et (B +VA+r) _
X [1n 4+ In
([ B-Va-n) _ (B -Va+r) _q

(D.53)
for p?> > 0 and

T
I .I(7r),+,med _ _
m (Z 2 (p07m) 167 |17| Sgn(po)x
(BB g\ OBy
n +In
T (VA=[Z 1) e~ (VAR +n) _q
for p? < 0. In this context A is defined by

— 4m2
VE:= L [P i 0.5
p

for p? < 0 or p? > 4m2. The u in the above integral is the chemical potential for the pion
and we will only consider ;1 = 0. The vacuum contribution is identical to the fermionic
case with an appropriate replacement of masses.
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E. Quark Triangles and Boxes

E.1. Calculation of the Quark Triangle

Our goal is to write the general quark triangle

4
iD= z/ (;’; i (S(=k)S(k +p)S(k + q)) (E.1)

as a function of elementary integrals. First, we evaluate the trace over Dirac space. A
straightforward calculation using

tr(d) = 0,
tr(¢h) = 4a - b, (E.2)
tr(db¢) =0
shows that
a - a-cC - C 3
tr(S(a)S(5)S(c)) = AMla-bt+a-ctb-) +4M (E.3)

(a? — M? +ie)(b? — M? +ie)(c? — M? +ig)
Setting a = —k, b =k + p and ¢ = k + ¢ and simplifying yields

tr (S(—k)S(k 4+ p)S(k + q))
AM(M? =K +p - q) (E.4)
(k% — M? +ie) ((k +p)* — M? +ie) (k+ ¢)* — M? + ie)’

Hence
d*k 1
Ny o = —4Mi
ipa g R (e e E T ey T
d*k 1
AM(p-q)i
Ry B v R (o g ey (e By e
(E.5)
and substituting k — k — ¢ in the first integral gives
iDpg=—4Milz(p — q) +4M(p- q)ils(p, q)- (E.6)
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E.2. Calculation of the Quark Triangle in the Static Limit

We will derive simple expressions for iA,, and i/, _, in terms of the integrals (4.22).
We have

where iI3() = iI(-) and

L(p.p) / d*k 1 1 E£8)
? yP) =1 - . .
s (@)t (2 — M2 + i) ((k + p)? — M2 + ie)?
By making the substitution k — —k — p we see that
d*k 1 1

I5(p,p) =i / : =iK E.9

) =i [ i (v e M i) 2 — a2 ey h @) (B9
and hence

ilspp = —4M (i1(0) - p*iK (p)) (E.10)

To calculate i/, _, we turn directly to the definition of A, , and equation (E.4) to
get

d3k k% + p? — M?

iy =AM | @ O M) (P~ M@ (=P =3P F i)
E.11

Obviously the integral

. d3k k-p
z/ (2m)3 (k2 — M2 + ie) ((k + p)? — M2 + ie) ((k — p)2 — M2 + ie) (E.12)

vanishes since the integrand is an odd function of k and hence

. - [ 3k (k —p)? — M?
Bop = _4M"/ (2m)3 (k2 — M2 + ic) (k + p)2 — M+ ie) ((k — p)? — M2 + i)
[ A3k 1 1
= _4MZ/ @r) (2~ M2 +30) (k- p)? — M+ ie)
— —AMiI(p).
(E.13)
E.3. Calculation of the Quark Box
We want to calculate the expression
. [ dYk
i0pqr = z/ 2 tr (S(p+k)S(—p+q—k)S(—r+k)S(=k)). (E.14)
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First we calculate
1
(@ — M2 1 ie) (0% — M2+ ie) (2 — M2 + ie)(d® — M2 1 i2)
X [4((a-b)(c-d)—(a-c)(b-d)+ (a-d)(b-c)
+M2(a-bta-c+a-d+b-ctb-d+e-d)+ M)
(E.15)

tr (S(a)S(5)S()S(d) =

for arbitrary four-vectors a, b, ¢ and d (analogously to the calculation in Appendix [E.1)),
where we used

tr (dbed) =4 ((a-b)(c-d) — (a-c)(b-d) + (a-d)(b-c)). (E.16)

We will soon insert a =p+k, b= —p+qg—k,c=—r+kand d= —k. In view of
these replacements let us write

2(a-b) = +(a +b)? —a® - V7,
20a-c¢) = —(a—c)®+a*+
2(a-d) = +(a+d)?*—a* - d (E17)
2(b-c) = +(b+c)? — b — ¢, '
2(b-d) = —(b—d)? 4+ bv* + &,
2(c-d) = +(c+d)? - c* —d?
Then we write
a? = (a® — M?) + M? (E.18)

and analogously for b, ¢ and d. After straightforwardly cleaning up, the numerator of
(E.15) reads

(a+b)*(c + cl)2 —(a—¢)*(b—d)* + (a+d)*(b+c)?
(

— (a+b)*(® = M?) = (a4 b)*(d* = M?) — (c+ d)*(a® = M?) — (c+ d)*(b* — M?)
+(a—e)*(b? = M?) + (a — ¢)*(d* = M?) + (b— d)*(a® = M?) + (b— d)*(* — M?)

—(a+d)* (0 = M?) = (a+ d)*(¢* = M?) = (b+ ¢)*(a® = M?) = (b+ ¢)*(d* — M?)
+ 2(a? —MQ)( — M?) +2(b* — M?)(d? — M?).

(E.19)

We now insert p, ¢, [ and k and express the integral via the elementary integrals i[5,
il3 and il by cancelling terms a® — M?, ... in the numerator against the corresponding
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terms in the denominator. The following terms appear:

a+b=gq,

a—c=p+r,

atd=p, (E.20)
b+c=-p+q-—r,

b—d=-p+g,

ct+d=-—r.

This gives for the quark box

iOpgr = (% = (p+1)2(=p+ ) + P2(=p+q—1)?) ila(p,p — ¢, —7)
+ (= +(—p+ ) = (—p+a—1))ils(p—q,—7)
+ (= + @0 +1)? =) ils(p, =) + (—¢* + (=p+0)* = 1*) il3(p,p — q)
+ (=g + (p+71)? = (=p+q—1)?) ils(g,r +p)

+ 2i[2(p - q) + QiIQ(p + T'),
(E.21)

which we further simplify to

iOygr =2 (200 p)(p-9) = (r-p)g* +72(p- @) = (r- Q)p?] iLa(p, 0,7+ p)
—2r-(p—q+r)ils(g—p,r)+2p-rils(p, —r) (E.22)
= 2p-qil3(p,q) +2¢- (p+r —q)ils(¢, 7+ p)
+ 2i[2(p — q) + 21]2(]) + T).

E.4. Calculation of the Quark Box in the Static Limit

We will calculate the quark boxes in the static limit, i.e. i, ,, and iJ,, _,. Let us
begin with the latter one. We can directly insert the momenta into the expression we
obtained in Section and get

iOppp =2 [2(=p-P)(p ) — (—p- P)P* + (~p)*(p-P) — (—p- P)P*| iLa(p, P, —p + D)

—2(=p)- (p—p —p)il3(p — p,—p) +2p - (=p)il3(p, p)
—2p - pil3(p,p) +2p- (p — p — p)ils(p, —p +p)
+ 2il2(p — p) + 2ila(p — p)

= 2pYil4(p, p,0) — 2p®il3(0, —p) — 2p°il5(p, p)
— 2p%il3(p, p) — 2p2il3(p, 0) + 4il5(0)

= 2p"iL(p) — 8p*iK (p) + 4i1(0).

(E.23)
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For iJ, ,, it is more convenient to begin with the definition of the quark box (see
(4.34)). We have

4
Oy =1 [ ooy 1 (S04 SRS+ BS(-H). (5.24)

A straightforward application of the trace rules in Dirac space yields

d*k
Wppp = i/74 (M4 —2MPE* + K = 2(p- k) — M?p* + k2p2) «

(2m)*
" 1
((=p+ k)2 — M2 +ie) (k2 — M2 +ie) (k2 — M2 +ie) (p+ k)2 — M2 +ig)
(E.25)
The numerator can be written as
((=p+k)? = M?) (K = M?) +2(p - k)k? — 2(p- k) M? = 2(p - k)? (E.26)
and hence
. . . d*k 2 2 2
Dppp = 4il(p) +8Z/(27r)4 (- )R> = (0 )M = (p- ) %
» 1
((—p+ k)2 — M2 +ie) (k2 — M? + ie) (k2 — M2 +ie) ((p+ k)2 — M2 +ig)’
(E.27)

Due to the invariance of the denominator under k£ — —k we can add or subtract any
odd function of k in the numerator of the second integral and hence this integral can be

written as
41./ d*k (p- k) (M?— (p+k)?)
2m)4 ((—p+ k)2 — M2 +ic) (k? — M? +ie) (k2 — M2 +ie) (p+ k)? — M? + ie)
- —4i/ Ak p- k)
2m)4 ((—p + k)2 — M2 + ie) (k2 — M2 +ie) (k2 — M2 + ie)
_ 4z‘/ Ak (p- k)
2m)* ((p+ k)2 — M? + ie) (k? — M? +ie) (k2 — M? + ie)
_22,/ d'k (p+k)* —k? —p? + M? — M?
- (2m)4 ((p + k)2 — M2 +ie) (k2 — M2 + ie) (k2 — M2 + ie)
= —2p%iK (p) + 2i1(0) — 2iI(p).
(E.28)
Consequently,
iOppp = —2p% K (p) + 2i1(0) + 201 (p). (E.29)
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F. Quantities in the Extended NJL Model

F.1. Polarisation Loops

The polarisation functions J,(p) and J2°(p) were calculated in Appendix

The p-Meson Polarisation Loop
We begin by calculating the polarisation for the p meson:

4
Tprb(p) =i [ G T (S + 7S 0)
'k <” F+p+M F+M >

:5abNCNf7’/Wr T k02— M2 +ic! k2 — M2 +ie
b

— 4ANi N6 z/ d*k (K + pk — 0 (k +p) -k + (K +p)kH + o M
TRt [ o) (k2 — M2 + ie)((k + p)2 — M2 + ie)
(F.1)
The tensor structure of .J /‘j”’ab(p) is in general given by
B (p) = G (TH ()T () + L (p) T (%) ) (F.2)

where T and LM are the transversal and longitudinal projectors introduced in Sec-
tion Jrans (p?) and J}f’ng (p?) can be obtained via

6ale§rans(p ) — 7TILLUJ[U/ ab( )’

(F.3)
5abJ[l)ong(p ) = Lulﬂ];)w ab<p).
The longitudinal part vanishes:
Jiab(p) / d*k p-(k+p)k” —p"(k+p) - k+ (" +p")p-k+p" M
wip P (2@4 (k2 “ M2+ ie)((k +p)2 — M2 1 ie) )
_/ p““ K — K2 (K" +p") + p"M® '
— M? +ie)((k +p)? — M? + ie)

Substituting k& +— —k — p for the second term in the enumerator (the denominator is
invariant under that substitution) yields

d4k 2(p+k)* k¥ + p* M2

Pl ) ~ / 2m)2 (k2 — M2 1 ie)((k + p)2 — M2 +ie)’ (F-5)
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In addition one shows that the term p”M? = (p” + k¥)M? — k¥ M? can be replaced by
—2k¥M? and hence

Jmab(p) / d*k 2(p+ k) k¥ — 2KV M?
Pudp P (2r)% (k2 — M2 + ie)((k + p)2 — M2 + ie)

B / d*k 2k¥ B
) @2m)r k2 - M2 +ie

due to symmetry. Since p;,JA" a(p) = 0 we also have L, v B a(p) = 0 and hence

(F.6)

JH 9b(p) is purely transversal, i.e.
JH (p) = T (p)Jp(p?) (F.7)

with J,(p?) :== Jyrans (p?). Next, we calculate the transversal part

S 1 v,a 1 V,a
Jpo(0?) = T () = ST I} (p) = ST (). (F.8)
One gets
4 d*k K2+p-k—4(k2+k- k2 +p-k+4M>
3 (2m)* (k2 — M? + ie)((k + p)? — M? + i) (F.9)
4NNz/ d*k —2k% — 2k -p + 4M? '
37 ) mA (2 = M2 +ie)((k + p)2 — M2 +ie)
As in Appendix we can replace 2k - p by —p? in the numerator and hence
4 d*k —2k% + p? + 4M?
Jo(p?) = = NN /
o) = 3NN | S G = M v ie) (kT p)E = ME T )
4 4 =2 (k* — M?) +p? +2M?
NNfz/ LI (2’“ , )+p2+ - (F.10)
3 (2m)4 (k2 — M? 4 ie)((k + p)? — M? +ie)
4 : 2 2\ ;7 (02
=3 NNy (—22[1 + (p +2M ) ilo(p )) .

The a;-Meson Polarisation Loop
We calculate the polarisation loop

4

d'k
uv,ab —
) =i [ s

= 5achNfi /

Tr (149578 (k + p)7* 157" S (k)

d*k u k+p—M L kM
—tr |y —y -

(2m)4 (k+p)2— M2 +ic' k22— M?2+ic

d'k (K" + ")k =0 (k +p) -k + (B + p")kH — ™ M?
(2m)4 (k2 — M2 +ie)((k + p)?2 — M2 + i¢) '

= AN; NS i /
(F.11)
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The above expression only differs from J,ﬁ“”“b(p) by the sign in front of the n**M and
hence the results are easily derived from those we obtained for J ;f”’ab(p). Writing

T (p) = Sap (T (p) T5"(0) + LM (p) 1,"5(0°) ) (F.12)

we get

4
JgaHS(p2) chNf (_27;[1 + (p2 — 4M2> z'IQ(pZ)) ’
TP W) = —SNNMD ().

(F.13)

Mixed Polarisation Loops
We calculate the polarisation loops Jas,n(p) with M # N. All combinations of o with
another channel vanish because a trace over 7% is to be taken, i.e.

Jon=Jno=1Jby = Jhs = Ja = Ji%s = 0. (F.14)

o,a1 ai,o

In the following we show that

,ab __ ,ab __ vab __ v,ab __
J#’p = J;jﬂr = J/‘)fal = Jffl,p =0. (F.15)
We have Er
Tegto) =i [ s Tr (S + paS (k) = 0 (F.16)

since the trace over Dirac space contains only terms with one 5 and one, two or three v*
matrices and the trace over such combinations is always zero. Analogously J gﬁb(p) = 0.
Next, we consider

3
T =i [ (;’;3 T (4795 (k + p)r 357" S(h)) (F.17)

Only the term with v5 and four v* matrices has a non-zero trace. We get
(ko + po)kpgdichor?
(k2 — M? 4+ ie)((k +p)? — M? + ic)

Paksdichar?
(k2 — M2 +ie)((k + p)2 — M2 + ie)’

JHab () = AN NiSapi

psa1

(F.18)
= AN NS i

where we used the antisymmetry of ¢#**8  Making the substitution k — —k — p and
again making use of the antisymmetry of the e-tensor we see that

pakgﬁliz’f”ayﬁ
(k2 — M2 +ie)((k + p)? — M? + ic)

JHab(p) — 4N Niapi

pyai

(F.19)

and hence
v,ab _
Jhar”(p) = 0. (F.20)
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Analogously J#:ab(p) = 0.

ai,p
The only off-diagonal terms that do not vanish are J4%(p) and J&%(p). One calcu-

m™,a1 ai,m
lates

e =i | P (ivs7 Sk + Py 57 S (h))
a1 (27T)3
— iN.N;§ b@'/ ﬂtr (S(k+p)y"S(—k))
e Ha (2m)4
4 (pH + k") M — AkPM
(k2 = M? +ig)((k + p)* — M? + ie)
= 4iN NS Mp"ils(p?).

(F.21)
= 4i N N;Spi

Analogously J*%(p) = —4iN N6, MpHils(p®). We again separate off the tensor struc-

ay,m

ture (here given by p*) and write

TEED) = b P T () (F.22)
ma \P) = ab\/ﬁ ma1 \P .
with
Trar (%) = NN M/ p2iT5(p) (F.23)
and .
pwaby y _ s P 2
Jlll,ﬂ'(p) = dab \/I?Jal,ﬂ'(p ) (F24)
with
ey (0%) = —i4NN; M \[p2iLa(p). (F.25)

F.2. Meson Propagators

The o-meson channel decouples from the other channels and hence the o-meson propa-
gator is identical to the one in the simple model (2.66]).

The p-Meson Propagator
Since the p-channel decouples from all the other channels, it can be treated indepen-
dently. The Bethe-Salpeter equation (see (2.53))) for the p-meson is

b, v
Db (p) = 2g, 8™ — 29y J2HN () DS Y (p). (F.26)
We plug in the purely transversal p-meson polarisation loop
TE P (p) = 6T (p) o (p°) (F.27)

and see that the isospin structure of Dg”’“b(p) must also be given by 4. We can hence
write the p-meson propagator in general as

D;)W’ab(p) — O (D;ranS(p2)Tﬂl/(p) + D}f“g(pQ)L””(pD ) (F.28)
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Inserting this into the above Bethe-Salpeter equation gives
DI ()T () + D" (p?) L1 (p)
= 29, (T (p) + L™ (p)) — 207" (p) Jo(p*) (D™ (0*)TY' (9) + D5 (0*) LY (1))
= (20v = 20,1, (0" ) D™ (p) ) T (p) + 29, L (p).

(F.29)
This yields the solution
29
Dtrans 2y v F.30
o) =1 +29vJ,(p?) (F-30)
and
Dp*8(p?) = 2gy. (F.31)

The a;-Meson and the Pion Propagator

We want to study the propagators of the pion and the a;-meson. They have to be
treated together since they are coupled. The Bethe-Salpeter equation for the different
propagators reads

D (p) = 2958, + 205J2(0) DL (p) + 295)25, A(P) DA< (D),
DU () = 29,2 (p) Dl (p) + 20,725, A (0) DY (p), (F.32)
DS (p) = —2g, T2 (D) DL (p) — 293 T2 () DY (p), :
D (p) = 291" S, — 293 T2 (p) Disih (p) = 290 To ™y (0) DA ().

Since all the polarisation functions have a Kronecker delta in isospin space, the same is
true for the propagators. We write the propagators in general as

D?rb(p) = 5abD7r (p2)7
DEb(p) = 64y D 0y (),

a1

F.33)
. o (
DU () = dab—7=5 Day = (07,

D (p) =+ by (D2 ()T (p) + DI I (p))

and plug in these expressions into the above equations together with the parametrisation
of the polarisation loops from the above section. Using the rules for the transverse and
longitudinal projectors similar to the considerations for the rho-meson propagator yields
the equations

D (p%) = =295 + 29:J2(p°) D (p*) + 295,01 (0°) Day = (P7),
Dr.a,(P*) = 2955 (0*) Dr 0y (D) + 29570, (0°) Di 8 (p°), (F.34)
Day #(p*) = =29y Jay x(0%) Dr(p?) — 294 T3 (p*) Day = (1°), '
D8 (p?) = 29y — 2gyJayx (0%) Dr oy () — 294128 (p?) D78 (p?)
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and
Dgrlans (p2) — 29v _ 2gVJ21;ans (pQ)D:clrlans (p2). (F35)

The transversal part of the a;-meson propagator decouples and is given by

29
Dtrans 2y v F.36
) = T o (F.36)

similar to the transversal part of the p-meson propagator. The longitudinal part is
coupled to the pion by the above set of four equations. These can be cast into the form

D Dﬂ-’al = —29s 0 4 29s 0 JIr Jfr,a1 D Dma1
D, T Dzolng 0 2gy 0 —2gy Jay x Jclgng Do, . D}zolng .
F.37)

Solving this linear system of equations for the matrix containing the D’s yields

-1
Dr Dra, _ 10 . 295 0 Jr I —29s 0
Do, = Dlome 0 1 0 =29y ) \Jayx Jio" 0 2gy
-1
— 1- 2gsJ7r _2gsJ7r,a1 _2gs 0
20vJar w1+ 2gyJ0me 0 2gv

L (14290008 2gsTra, \ (295 O (F.38)
D —29vJa w1 —29sJr 0 29y

1 (=295 — 292, J2"  2g2gyJrq,
QQSzngalm 29v - 29s2gvj7r

295 0 _Jlong J7r a
— + 205205 al ,a1 ’
( < _2gV> gs g ( Jalﬂr _Jﬂ—
where

D@?) = (1= 29.7x(0%)) (1420 (0%)) + 20520 Tar 0" Jan e (P7)  (F.39)

ol— Tl

is the determinant of the matrix we have to invert.

F.3. Pole Structure of the Pion Propagator

In this section we investigate the pole structure of the scattering matrix T in the pion
sector ([5.39). Dropping the trivial isospin dependence we write

(s P Dw(p2) Dr (pz) s
T = (175’ \/]?75) Dal’ﬂ D}lolng \;)15'75

_ 1 p2 - m72r (i P v5) —2¢s — 29s29vjclgng 29529y Jr.a, ;75
p2 —m2 D(p?) VP 29s2gvJay x 29v = 29s2gvJx ) \ /@ '
(F.40)
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As a next step we evaluate all terms except for the pole term at p?> = m2 (and thus
essentially write 7" in pole approximation). First we calculate

2 2i 2 i 2
Doy = i PO s [ D) 1,920
= N¢N, {295 (iI(O) +il(m2) — miK(mi)) (F.41)

- 8gv% (i1(0) — iI(m2) - m2 K (m2)) ] .

T
Then we evaluate the matrix at p?> = m2. It is given by
(5 0) = (i i) we
where the constants a, b and d take the values
a=—2gs — 4gsng(ll?ng(m72r) = —2g + 32NNt gsgy M?iIy(m?2),
d=2g, — 4gsng7r(m72T) = 2¢y — 8NNt gsgy (2i[1 — miz.&(mi)) , (F.43)
b = —idgsgyJrar (M) = 16N Nigsgy Mmily(m2).
The determinant of this matrix vanishes, i.e. ad — b = 0, since it is by construction

proportional to D(m2) = 0. Moreover, the matrix is hermitian. Hence it can be unitarily
diagonalised with one eigenvalue equal to zero. More precisely we can write

. d ib
a Zb _ \/a2a b2 \/b2+d2 a + d 0 \/aga_,’_bg \/(12‘—‘1-172 (F 44)
—3b d ,_Z ib 0 0 d —ib .
Va2+b2 Vb2 +d? Vi tdZ V2
and hence
. P a b s
(75, —=75) | . P
A\ /p2 —b d \/pj’YS
at+d [ . o P , L P FA
= —1b ® | aiys + ib (F.45)
a2 + b2 <al’Ys 2 ’Y5> ( V5 = 75)
a+d : L P . L P
= — b ® | aiys — ib—= .
a2 + b2 (al% ﬁpQ 75) ( 5 TDQ 75)
Taking the above together we can write T" in pole approximation
1 1 a+d . L P ] P
T =— —ib—= R [ aiys — ib—=
7=z D(m2) @+ (7 m%) ( " w?%> v16)

1

.y ) < . —p )
== [ 9ps?V5 — WGy =5 | ® | Ips¥V5 — Wpv—=5 | >
p? —m2 ( . VP’ Vp?
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where we introduced the pseudoscalar and the pseudovector quark-pion couplings g, and
gpv corresponding to the vertices iys and ip/+/p* (or —ip/+/p* for outgoing momenta).
The coupling strengths are given by

a*(a+ d) b (a +d)

2 _ 2 _
% = @ pmz) " T @) (F.47)
F.4. Calculation of the Quark Triangle
Our goal is to calculate the quark triangle
iAE = z/ Ak tr (S(—k)S(k+p)v"S(k+q)) . (F.48)

First we calculate for arbitrary four-vectors a, b and c:

tr (S(a)S(b)y"S(c)) = tr <a2 ii]—(_f]zw—i- ic b2 —%J—\Zéw—i— 1'67M c? f;\;é\ﬂ ia) ' (F.49)

We have
tr (¢ + M)(B+ M)y* (¢ + M))
= tr (a,\’Y/\ + M) (bpy” + M)vF(cey” + M))
— tr (aAbpchvp'V”v” + axby MAYPH + ayxMeay o™ + Mbyey Pty (50)
M2y Mb,MAPy# + MPegnty® + M) .
= axbycid (77/\’)77“” — MHpPr 4 n)‘“np”) +4M? (axn’\“ + bpon™* + c,.m’“i)
=4((a-b)c* — (b-c)a" + (a-c)b*) + 4M? (a* + D" + &)
We insert a = —k, b=k +p and ¢ = k + ¢q and get

f _4i/ A —k- (k+p) (K +¢") + (k+p) - (k+ @k —k- (k+q) (K" +p")
pa ) emt (R = M2 i) (R + p)? — M2 i) (k + ) — M2 + ée)
L EME(RY P+ )

_ 4./ dk —(k* — M?) (K +p" + ¢") = (k-p)g" + (p- )K" — (k- g)p*
— ) @n)t (2 = M2 1) (k + p)2 — M2 +ie) (k + q)% — M2 + ic)
A% kM + pt + g*

B _41/ @m)* (k+p)2 — M2 +ie) (k+ q)% — M2 + ie) } )

_4i/ d*k (k-p)g" + (k- q)p" )
(2m)* (k2 — M? +ie) (k + p)2 — M2 +ig) (k + q)%2 — M2 + ig)
) d*k (p-q)k*
+4Z/ (2m)4 (k2 — M? +ie) (k4 p)? — M2 +ie) (k+ q)? — M? + i) } (3)-
(F.51)

148



To calculate (1) we perform the substitution k — —k—p—q and obtain the same integral
with —k* in the numerator of the integrand instead of k* 4+ p* + ¢* and hence we can
write

) (1) +(1) 22,/ d*k Pt 4 g
2 2m)* ((k + p)2 — M2 +ig) ((k + q)%2 — M? + ig) (F.52)
= 2(p" + ¢")il2(p — q)

To calculate (2) we write

_42'/ dk (k- p)
(2m)4 (k2 — M? +ie) (k4 p)? — M2 +ie) (k+ q)? — M? +ig)
__21,/ d'k (k+p)* -k —p°
(2m)4 (k2 — M2 +ie) ((k +p)2 — M2 +ie) (k+q)? — M2 +ie)  (F.53)
__2i/ d4k‘ (k+p)2—M2+M2—k72—p2
=2 G M i) (k) — M4 i) (kT q)F — ME 1)

= —2il5(q) + 2il2(p — q) + 2p%iI3(p, q)

and analogously for the second term to get

(2) = (~2ilx(q) + 2iL:(p — q) + 2p%iL3(p, 9) ) "

F.54
+ (—2i12(p) +2il5(p — q) + 2¢%iI3(p, q)) P o

and hence
(1) +(2) = (=2iL(q) + 2%iL3(p,0) ) ¢" + (~2iLa(p) + 20%L3(p, @)) . (F.55)

The calculation of (3) is more difficult due to the k* in the integrand. We want to
calculate the integral

[ d¥k kH
R o T S ([ e S R v L

(and hence (3) = (p- ¢q)I*). We know that I* is a Lorentz vector depending on p and ¢
and hence can only be of the form

"= fi(p*,p- ¢, ¢*)p" + f(p*.p - 0. 4°)d", (F.57)

where f; and fo are functions depending on all possible Lorentz scalars that can be
formed from p and ¢. Contracting the above equation with p, and ¢, yields

p-I=p*fi+ @ qQ)f

F.58
¢ I=/p 9f+df, (F.58)
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which we solve for f; and fa:

fi=

¢p-1)—(p-q)qg-I)

fo=

)

2% — (p- q)*

—(-d)p- 1) +p°(q-1)

p*q® — (p- q)?

We saw during the calculation of (2) that

p-k

[ d*k
p'I:4Z/(27r)4(k:2—M2+i5)((k+p)2_

and analogously

M2 +ie) ((k + q)2 — M2 + ie)

q-1= 2@'[2(])) — QiIQ(p - q) - 2q2i13(p, Q)'

*L(q) — ¢*Ir(p — q) — p*¢*I3(p, q) —

(p-9)l2(p)

P*¢*> — (p- q)?
Q)+ (p-9)d*13(p, q)

p*L(p) — p*L(p — q) — P*¢*I3(p, q) —

(-9 a(q)

Hence
fi=2
L e ahe -
and
fo=2i
L. b

p’¢* — (p- q)?
q) +p*(p- 9)Is(p, q)

Finally, parametrising iAL | as

iﬂg’q = V1 (p2

we get

Vi(p?p-q,0%) = 2i[ — (p) + ¢* I3(p, q) t (o)

— p*¢*I3(p, q)

—p-qla(p )+p qu(

Va(p®,p- g, 4%) = 2i] — Ia(Q)+p213(p,Q)+

— p*¢*I3(p, q)

—p-qla(q )+p qu(
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04 )"+ Valpip-q, %) g"

2

(
—q)+ ¢*p - qls(p, ))} :
(

(F.59)

(F.60)

(F.61)

(F.62)

(F.63)

(F.64)

*I(q) — ¢*I(p — q)

22— (p-q)? p*Ia(q) — p*La(p — q)

q)+ - als(p,q))|.

(F.65)



G. Relativistic Hydrodynamics

G.1. Shear Viscosity Estimate

We will give a rough estimate for the shear viscosity of a non-relativistic fluid obtained
in kinetic theory [36].

If we go to a comoving frame at x*, the fluid will be locally at rest, i.e. the four-
velocity will take the form u#(x) = (1,0)!. A simple calculation shows that the spatial
off-diagonal components 7% for i # j are given by

T (z) = —n (97 + ju') . (G.1)

The component 7% of the stress-energy tensor is the flux of the i-th component of
momentum across the surface determined by z/ = const. If a fluid flows at uniform
velocity (all spatial velocity gradients vanish) there will of course be no net momentum
flux across any surface. To first order 7% must hence be proportional to first derivatives
of u.

Without loss of generality we will assume that we study a fluid which (in the laboratory
frame) only flows in the z-direction, i.e. has a velocity u,. We further assume that u,
may only depend on z, i.e. u, = u;(z). Equation then reads

T% = —ndyuy(z). (G.2)

Let us ask the question how much momentum in z-direction is transported through a
plane z = const. per unit time and per unit area. In average (1/6)nv particles cross
the plane from below per unit time and area. (The factor of 1/3 comes from the three
spatial dimensions and the factor 1/2 from the fact that there is two directions in each
dimension.) The important question in the context of momentum transport is now,
where these particles last interacted with the other particles, i.e. where they had their
last collision. In average the particles crossing the plane from below moved the distance
A since their last collision (where A is the mean free path). That means that they have
the mean z-component of the velocity at z — A, i.e. they carry a momentum mu,(z — \).
The momentum flux of particles moving through the plane from below is hence given by
(1/6)nv (mug(z — A)). Analogously we get a momentum flux of (1/6)nv (mug(z + \))
of the particles moving through the plane from above. The net momentum transport is

thus 1
T%% ~ 5om (ug(z — A) —uz(z + N)). (G.3)

By assuming that 7% is linear in derivatives of u we implicitly assumed that u varies
only slowly in space. We can hence approximate the difference u,(z — \) — u,(z + A) by
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—2X\0,uy(z), which yields
1 1
T%*(z) ~ —gnﬁm)\azux(z) = —§n;6)\6zuz(z). (G.4)
We readily read off the shear viscosity

1 _
N~ gnp)\. (G.5)

G.2. Thermodynamics of a Pion Gas

We want to describe an ideal gas of 7%, 7 and 77—, which has one conserved particle
number Npet := Ni — N_ and a corresponding charge chemical potential py. We will
determine the thermodynamic properties of the system in the grand canonical ensemble
regarding 7', V and py as thermodynamic variables and use the relativistic dispersion

relation e = \/EQ +m2. As described in Section we will neglect that m, depends
on temperature when calculating derivatives of the grand canonical partition function.
The following derivations loosely follow [100].

The energy of the system is given by

E=—PV + TS5+ urNyet. (G.6)
The partition function is

an(Ta‘/a,uI)

3
w1 ) () 1w (o)
with = 1/T. As usual for bosons we have to impose the restriction that m, = e¢ > uy
and since we also deal with antiparticles we analogously need m, > —puy, i.e. |ur| < my.

The integral in the expression for the partition function cannot be solved analytically.
It is however possible to write the logarithms as a Taylor series. Introducing the fugacity
2 := P we write the partition function as

(G.7)

In Z(T, V, ) = — > T ke (0 142 G.8

n Z(T, ’M)_ﬁ;ﬁo € (2 7). (G-8)

The integration can now be performed and one obtains the following series representation
Vm2 &1 _

In Z(T,V, ) = m;ﬁ (2" 4+ 14 27") Ko(nfmy). (G.9)

Here, K, (x) denotes the modified Bessel function of second kind (of order v).
With the help of the partition function we can calculate the (average) pressure

ThnZ T
p(ijjm):M — iz
v Apyu, V
m2 =1 (G.10)
- TQTBQ > —~ (2" +1+427") Ko(nBmy).
n=1
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The average net particle number density npet = n4 — n_ is given by

1 0(T'In2) z O(InZ)
n T7 V7 =1 T a - 35
n et( /’LI) v a,ul TV v 9z TV (G 11)
m72T - 1 n —n .
Finally the entropy density s = S/V of the system is given by
1 0(T'In2)
TV, == —"
S( ? ) ,LL]) V 8T ‘V’MI
m2 1 . (G.12)
== = [(z"(4—nln(2)) + 4+ 27" (4 + nln(z))) Ka(nfmy)
21 —n
+nfmy (2" + 14 27") Ki(nfmy)] .
The average energy density can be obtained via e = —P + T's 4+ pnpet or directly via
1 9(InZ
AT Viu) =~ L)
V,z
3 ® (G.13)
mﬂ' n —-n
=3P+ %Qﬁgﬁ (2" + 1+ 27" K1 (nfmy).

The number density and energy density can also be obtained in a different approach.
We can write

Npet [ 4k 1 1
nnet(T7VY,;L[) — Vv = / (27_[_)3 (66(5;;_#1) 1 — 618(5;;""#1) _ 1> . (G14)

The Bose-Einstein distribution function enters in the above expression. In the same way,
the energy density is given by

E A3k 1 1 1
TV =1 = / (2r)3°F (eﬁ(a,;—m) 1 TP —q T BGan 1) - (G15)

These expressions are identica]lﬂ to and since the particle number operator
and the Hamilton operator are essentially single-particle operators (the former in general,
the latter because we are dealing with an ideal gas). In analogy to the above expression
we can define the total number density n = ny + ng + n_ via

d3k 1 1 1
(T, V, ) = / (27)3 (eﬁ(s,;/u) 1 T ePer — 1 T eBlegtur) _ 1) ’ (G.16)

22From a numerical point of view they are of course not the same. In principle they should yield the
same result, but the integral expression converges much faster than the sum expression but on the
other hand the sum is less sensitive to extreme choices of T'.
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which is of course identical to the expression

2 o0

n(T,V,ur) = 2777:2ﬂ Z ! (2" + 14 27") Ko(nBmy). (G.17)

We immediately see that P = nT’, which is the ideal gas law (with kg = 1).
We are also interested in the average momentum p of a single particle, which is given
by

a3k 1 1
f 27|—)3’k‘ < ﬁ(EH*M[)_l + PR + eB(EEJrM])_l)

d3k 1 1 1
I Gy (eB(E,;uﬂ_l gt 66(6,;+u1)_1>

p= (G.18)

Symmetric Pion Gas

All the above expressions simplify considerably in the case of a symmetric pion gas,
meaning that Nyey = Ny — N_ = 0. From the above equation for n,e; we see that this
is the case exactly for uy = 0. We have

e}

P(T,V, pr =

Ks(nBmy),

m2 X
(T V,ur = 0 =3 Mr Z 4K2 nﬁmw) + nﬂmﬂKl(anﬂ)] )

278 =
L (G.19)
e(T,V,pr =0) = 3%;2 Z — [3Ks(nfmz) + nfmKi(nfmx)],
n*l
m2
n(T,V,ur =0) = 2 2/@ Z K2 (nBmy).

For an uncharged pion gas all three components have the same thermodynamic prop-
erties and we get the degeneracy factor of 3 in front of every expression. The average
momentum is given by

3
f (2171-]{:3‘ |ﬁ€—»

p=—— . (G.20)

J Gy
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H. The Grand Potential

H.1. Calculation of the Mean-Field Lagrangian Density
We want to linearise the Lagrangian density of the NJL model
L= —m) + g () + Wins74)?] (H.1)

by dropping all terms of quadratic or higher order in the fluctuations after inserting the
decomposition

P = (Yp) + 6, and  PivsTY = (YinsTY) + 0. (H.2)
One calculates for the scalar interaction term
(W9)? = ()% + 2() 85 + O(87) = 2(Wh)dy — (ih)* + O(87).  (H.3)

We assumed that the pseudoscalar condensate <1ﬁiv57‘aw) vanishes wherefore there can
be no linear terms in the fluctuation §% and hence

(Yis7Y)? = 0+ O(577). (H.4)

We define the mean-field quark self-energy > as

5= —2g(gy) (H.5)

and the constituent quark mass

M :=m+ % =m — 2g(¢1)). (H.6)
Expressing (1¢)) in terms of M and m, we get
P(id — m)y + g (200w — ()?) + O(52, 622

—-—m - —m)?
=1/7<za—m>w+g<—2M2g gy - )+O<53,6:ﬁ2> (H.7)

(M —m)?

2 ca2
o 050,

=i — M)y — o 0
In total this yields a mean-field Lagrangian density

(M —m)*
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H.2. Calculation of the Grand Potential of a Fermi Gas

We want to determine the Fermi gas contribution Q,,(7, p) to the mean-field grand
potential Qu,¢(T, u; M) (see (X.24])), i.e. we want to calculate

QU TZ/

L (;S—l(iwj + i, E)) : (H.9)

We write the above as

QU TZ/

JEZ

1
ln Det <

57 iy + E))

(H.10)
——TZ/ lnDet<; ((z’wj+u)fy°—l§§.7_M)>,
where Det (like Tr) is taken over Dirac, isospin and colour space. Using
In Det(() — M) = 2NN, In(Q? — M?) (H.11)
we get ) )
Oar(T, 1) = —2N, NfTZ/ dgk ( i +£ _EE> . (H.12)

Using the residue theorem, we write the above expression as a contour integral

z 2 _FE2
Qs (T, i) = 2N; N, / 27172 / ne () In (%) (H.13)

where ng is the Fermi distribution function

1

7 (2) = T an (2] b (3) (H.14)

which has exactly poles at the fermionic Matsubara frequencies with residue —17'.

We will now evaluate the integral by deforming the integration contour. Let us in-
vestigate the analyticity of the integrand. The complex logarithm (i.e. its principal
value) is analytic in the complex plane with a branch cut along the negative real axis.
Hence the In-term in the integrand is analytic in z in the complex plane with the points
—FE; —p < 2 < Ej; — pon the real axis removed. We can therefore deform the integra-
tion contour I" to an integration contour IV (without changing the value of the integral)
around the branch cut:
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Im(z)

A I
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(_‘9—>Re(z)
2= "I Ey-u
y
4
T
This gives
k1 [Epe (z +ie+p)? — E2
Qu (T, ) = 2NNy | —n— d €)1 k
M (T, ) f/ (@) 2mi /—E,;—u z (nF(Z+Z€) n( 73
2z —ie+ p)? — B2
_np(z—is)ln<( T2) k

(H.15)

We can drop the i in the ng terms since the branch cut only appears in the In term.

Moreover, using
In(z) = In(|z|) + iarg(z) = (In(2%))" (H.16)

we arrive at the expression

3, 1 [Ep-n z+ie+p)? — B2
Qun (T, ) = 2NCNf/((21];32,/ * dznp(z)2i arg <( Tg) k
m)% 210 )
H.17
ON N Be 1 EEd 0; (Z+’i6)2—E% ( )
= 2N, f/(?ﬂ)?’?m/EE znp(z — p)2iarg — |
We now use (ot 2'5)2 o
arg Tk = sgn(z)m (H.18)
to get s .
d°k 3
Qun (T, ) = 2NN / 2 ) e dznp(z — p) sgn(z). (H.19)
—Fk

157



The integral over z can now be calculated analytically and one finally gets

43k E; -

E-
+ T'In (1 + exp (— k;”))} ,

which is the result stated in (H.23]).

(H.20)

H.3. Calculation of the Mean-Field Grand Potential

In the following we want to derive the expression (X.24)) for the mean-field grand poten-
tial using the expression for Fermi gas grand potential from above. We have

Qs = —% In Z,¢ = —% In Tr exp <—; /ngU(Hmf - M¢’YO¢)>
— — - 2 -
= D nresy (—; [ dat=iv- 9 + My + (M49m) - WVOW)
— — - 2 I
— —§ In |"I‘r exp <—11_7/d3x(1/)(—i’7 -V + M)i/J + W - H¢70¢)> X
o [V M —m)?
PlTT gy

_ . - M —m)?

= —% Tr exp <—; /d%(w(—ﬁ- V+ M) — ,U¢'70¢)) + (49m)
(H.21)

The first part is simply the grand potential for free fermions of mass M, which we call
Qpr. If one does the functional integration explicitly (see for example [68] or any other
textbook on statistical field theory), one can write Q7 (T, 1) as

Qi (T, ) = —T%:Z/ (g:;g Trln (;Sl(iwn + 1, 12:’)) : (H.22)

A calculation involving the residue theorem (see Appendix [H.2)) shows that this can be
brought into the form

3

d’k by —

E-
4+ T'ln (1 + exp (— k;”)ﬂ ,

such that the mean-field grand potential indeed reads as in (X.24)).

(H.23)
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H.4. Equivalence of the Gap Equation and the Stationarity of
the Grand Potential

We want to show that the stationarity condition (X.29)) of the grand potential Qs is
equivalent to the gap equation (3.4). To do this, we start from the expression (X.24)
for the grand potential and differentiate it with respect to M. Observe that M appears

hidden in B = 1/ k2 + M?2. Since we want to apply the chain rule, it is useful to know
that

OE; M
= —. H.24
oM Ej ( )
Moreover,
4 (In(14+e™")) =— ! (H.25)
x 1 4er ’
This gives
—m)2 3 OE-
8me: 0 ((M—m) —2NfNC/ d°k { P
oM oM 4g (2m)3 oM
E:—p oF:
Tl (1 ——k b
+8EE< 2 (1o (-25))) it
0 E-+pu OF:
Tl — b
* oE; ( “( +exp( T ))) 6M1
M —m Pk M 1 1
= —2NfNC/73— 1-— o 5 |
29 (2m)° B 1+exp( E ) 1+exp( £ )
(H.26)
which bearing the form of iI; (7, p) in mind (see (3.7)) can be written as
Oue M —m )
— — 4 5 . H.
By % NeN ML (T, p; M) (H.27)
Setting the above equal to zero directly yields
M =m + 8N .N¢M gily (T, u; M), (H.28)

which is the gap equation.
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