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Introduction

A major challenge in theoretical nuclear physics is to find a way to describe the properties

of an atomic nucleus based on the interaction of the constituent nucleons. This poses sev-

eral difficulties, since the interaction between the nucleons has a very complex structure

and the quantum mechanical many-body problem cannot be solved analytically.

The strong interaction that describes the nuclear interaction is based on Quantum Chro-

modynamics. Thus it seems to be obvious to extract the interaction from this theory, but

this is not feasible (yet) because the theory is non-perturbative in the low-energy regime

relevant of nuclear physics. Nuclear interactions are therefore constructed such that they

contain the low-energy physics and symmetries of Quantum Chromodynamics. This ap-

proach leaves some parameters of the resulting interactions undetermined, which are fit

to experimental data. There exist several of these interactions: one group, the traditional

realistic potentials consists of a phenomenological part and a meson exchange part; an-

other group, the so-called chiral potentials, is based on chiral effective field theory. For

applications beyond nucleon-nucleon scattering and the calculation of deuteron properties,

the chiral effective field theory gives a set of consistent many-nucleon forces.

In the first chapter one potential of each of these groups, the realistic potential Argonne V18

[1] and the chiral potential at next-to-next-to-next-to leading order (N3LO) [2], will be dis-

cussed, as they will be used for further calculations. For the solution of the quantum

mechanical many-body problem several approaches exist. For light nuclei, quasi-exact nu-

merical methods like the No-Core Shell Model (NCSM) can be used. For heavier nuclei

these methods would exceed the computational resources. Therefore, appropriate approxi-

mations are needed. A starting point for first estimations is the self-consistent Hartree-Fock

method, where all interactions to one nucleon are replaced with an average interaction. In

that case the Hilbert space is restricted to a one-dimensional model space that provides

simplifications within the calculations. The problem that occurs within this description

are strong correlations created by the nucleon-nucleon interaction. These correlations are

generated by the repulsion at small nucleon-nucleon distances and by the tensor part of the

interaction. To properly describe these effects, the Unitary Correlation Operator Method

(UCOM) [3, 4, 5, 6] was introduced, where the short-range correlations are treated by

unitary transformations. Two unitary correlation operators are introduced, one for the
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central correlations and one for the tensor correlations. Within this method the nuclear

interaction is transformed into an effective interaction that is well suited for simple model

spaces. In the second chapter the properties of the UCOM and the generation of the cor-

related interaction will be discussed.

Another method to construct an effective interaction is the Similarity Renormalization

Group (SRG) [7, 8, 9, 10] which will be introduced in the third chapter. The basic idea of

this method is to transform the many-body Hamiltonian of the system to a band-diagonal

structure in an appropriate basis. The pre-diagonalization is performed by evolving a uni-

tarily transformed Hamiltonian within a flow equation. In Chapter four this method will

be compared to the UCOM and their connection will be discussed. The SRG provides a

new conceptual approach to the construction of UCOM correlation functions, which will

be applied to the Argonne V18 and chiral N3LO interactions. The structure of these cor-

relation functions will be compared to the correlation functions obtained with the previous

variational approach discussed in [11].

The new effective interactions are then used as input for the nuclear many-body problem.

In the fifth chapter results of NCSM calculations are discussed for the Argonne V18 poten-

tial. Results for effective interactions obtained with the SRG approach, the variationally

optimized UCOM, and the SRG-optimized UCOM transformations will be compared. The

Hartree-Fock method [12, 13] that is based on the variational principle gives first trends

of the ground state properties of the atomic nucleus. With this method the properties of

a number of nuclei, ranging from 4He to 208Pb, will be examined in the sixth chapter. A

summary will be given in Chapter seven.

vi



Chapter 1

Realistic Nucleon-Nucleon

Potentials

1.1 Historical Overview

Until James Chadwick discovered the neutron in 1932 [14] the atomic nucleus was assumed

to consist of protons and electrons. This new particle inspired Werner Heisenberg and

independently Dmitri Iwanenko [15] to conclude that the nucleus consists of protons and

neutrons and does not contain any electrons. This new model immediately raised the ques-

tion about a nuclear force that is responsible for the binding of nuclei.

A first ansatz for such a nuclear force was made by Hideki Yukawa in 1935 [16] with his

meson theory, a field theoretic attempt to derive the interaction from meson exchange. In

this model the nucleons interact via the exchange of mesons. The pion, discovered in 1947,

was considered to be the carrier of the nuclear force, analogous to the photon in quantum

electrodynamics. The one-pion exchange turned out to describe the experimental nucleon-

nucleon scattering data very well at low energies, while the two-pion exchange alone does

not fit experimental data at intermediate energies at all. Later the multi-pion theories were

considered a failure, since the significant effect of chiral symmetry on pion dynamics was

not known at that time.

With the first quark-model by Murray Gell-Mann in 1964, new attempts to describe the

nucleon-nucleon interaction were made. Quantum Chromodynamics (QCD) describes the

substructure of the nucleons, the quarks and gluons. In this theory the nucleons consist

of quarks that are attracted by a force that is induced by the exchange of gluons. QCD is

a relativistic quantum field theory with some unpleasant properties. A major problem of

QCD is its non-perturbative character at low energies, hence perturbation theory cannot

be used for describing the structure of nucleons. Describing the nuclear force in terms of

quarks and gluons is a very complicated problem, since the force binding nucleons together

is of residual character [2].
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1.2. ARGONNE V18 POTENTIAL

Nucleon-nucleon potentials have to satisfy the symmetries of QCD, as for example Galilei

invariance, translation invariance and parity invariance [12]. Anyhow there remain some

parameters which cannot be obtained by theoretical arguments. These parameters are

fitted to experimental data like nucleon-nucleon scattering phase shifts. Potentials that

reproduce the experimental nucleon-nucleon scattering data and deuteron properties are

called realistic potentials.

In the 1990s chiral Effective Field Theory (χEFT) was introduced and applied to QCD in

the low energy regime. This new theory provides the possibility to describe the nucleon-

nucleon interaction in terms of pions and nucleons rather than quarks and gluons.

In this thesis two different nucleon-nucleon potentials are used, the realistic potential Ar-

gonne V18 (Section 1.2) and the chiral N3LO potential (Section 1.3).

1.2 Argonne V18 Potential

Realistic nucleon-nucleon interactions consist of a short-range repulsion for particle dis-

tances up to ≃ 0.5 fm and an attractive part for distances of 1 – 2 fm. There is also a

spin-orbit part in the interaction and a tensor part that depends on the orientation of the

spins of the interacting particles.

One of these realistic potentials is the Argonne V18 potential. It consists of three main

parts, a long-range part that is due to one-pion exchange, a medium- and short-range part

consisting of phenomenological parametrizations, and a third part describing the electro-

magnetic interaction [1].

The phenomenological part

VST = V c
ST (r) + V t

ST (r)S12(rrr, rrr) + V ls
ST (r)LLL ·SSS + V ls2

ST (r) (LLL ·SSS)2 + V l2
ST (r)LLL2 (1.1)

contains a central V c
ST (r), a tensor V t

ST (r), a spin-orbit V ls
ST (r), a quadratic spin-orbit

V ls2
ST (r) and a quadratic angular momentum V l2

ST (r) component. Here

S12(rrr, rrr) =
3

r2
(σσσ1 · rrr) (σσσ2 · rrr) − σσσ1 · σσσ2 (1.2)

is the tensor operator and σσσn is the spin of the nth particle. Each of these parts is given

in the general form

V i
ST (r) = Ii

ST T
2
µ(r) +

[

P i
ST + µ r Qi

ST + (µ r)2 Ri
ST

]

W (r). (1.3)

W (r) is the Woods-Saxon function providing the short-range core, µ = 1
3 (mπ0 + 2mπ±) is

the average pion mass, and Tµ(r) are Yukawa functions multiplied with exponential form

factors (1−e−c r2

) and (1−e−c r2

)2. The parameters Ii
ST , P i

ST , Qi
ST and Ri

ST which describe

the radial dependence of each V i
ST (r) are undetermined and have to be fit to data.

2



CHAPTER 1. REALISTIC NUCLEON-NUCLEON POTENTIALS

In general potentials are fitted to pp or np scattering data to obtain these parameters, but

unfortunately potentials fitted to pp data give a mediocre description of np results and vice

versa. This is due to charge independence breaking in the strong interaction, even after

introducing the necessary corrections for the Coulomb interaction. Charge-independence

breaking means, that for isospin T = 1 the pp, np and nn interactions are different after

electromagnetic effects have been removed. The Argonne V18 potential therefore explicitly

takes charge-independence breaking into account for the fit of np and pp data as well as

low-energy nn data and deuteron properties. The general form of the potential is given by

VST =
∑

p

V ST
p (r)Op (1.4)

with 18 operators Op, 14 of them are charge independent. This means that there is no

differentiation between pp, nn or np interactions. There are also a charge-dependent and

a charge-asymmetric part improving the agreement of pp and np scattering data.

Typically nuclei are underbound when using nucleon-nucleon potentials fit to scattering

data [1]. Many-nucleon interactions are expected to be responsible for a part of this

missing binding energy. Therefore, a three-nucleon potential is necessary for a correct

description. This correction is not included in the Argonne V18 potential, but there are

phenomenological three-nucleon potentials consisting of the Argonne V18 potential and

the three-nucleon interaction of the Urbana IX model (see [17]).

1.3 Chiral Potentials

Effective field theories (EFTs) are low-energy approximations to more fundamental quan-

tum field theories. This is reasonable, since many physical effects can be explained without

resolving the substructure of the system, which comes into play for higher energies.

To derive a nuclear force from QCD the EFT-concept can be used. The relevant degrees

of freedom have to be identified and it has to be ensured that the symmetries of QCD are

fulfilled. Weinberg showed that the most general Lagrangian consistent with the symme-

tries of the underlying theory has to be considered to construct an EFT. It yields the most

general possible S-matrix that is consistent with these symmetries, analyticity, perturba-

tive unitarity and the cluster decomposition principle [18].

The spontaneous breaking of chiral symmetry causes the transition from the fundamental

QCD to an EFT. Spontaneous symmetry breaking means that the ground state does not

respect a particular symmetry of the Lagrangian. For chiral symmetry between the up

and the down quark, an SU(2) isospin symmetry is observed, while the axial symmetry

is broken in the QCD ground state. This breakdown implies the existence of Goldstone

bosons with the quantum numbers of the broken generators. The Goldstone bosons can

be identified by the three pions, π0 and π± [19].
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1.3. CHIRAL POTENTIALS

The relevant degrees of freedom for describing the nuclear force are nucleons and pions.

Since the interaction of Goldstone bosons vanishes at zero momentum transfer and in the

chiral limit at vanishing quark masses m→ 0, the low-energy expansion of the Lagrangian

is arranged in powers of derivatives and pion masses. This is known as the chiral perturba-

tion theory (χPT) [20]. The interaction terms of the Lagrangian are classified by powers

of (p/Λχ)ν , where p is the pion four-momentum and Λχ is the chiral symmetry breaking

scale up to which the effective theory is valid. The determination of the power ν is known

as power counting [2].

χPT is applied up to the scale Λχ which is usually considered as the mass of the ρ-meson,

since the ρ is the lightest meson (mρ ≈ 770MeV/c2) that cannot be identified as a Gold-

stone boson from the breaking of chiral symmetry.

Since the mass of the nucleons is not small compared to Λχ, the treatment of a system

of two nucleons in χPT is not simple. To resolve this issue, the Lagrangian is expanded

in terms of powers of 1/mN . This method is known as the heavy baryon formulation of

χPT. Within this framework the effective Lagrangian, which is used for deriving a nuclear

force, can be set up. The Lagrangian consists of terms describing the interaction between

two pions and of terms dealing with pion-nucleon interactions. The expansion within χPT

leads to a series of interaction terms containing derivatives of the Lagrangian. Expanding

to next-to-next-to-next-to leading order (N3LO) generates one pion exchange, two pion

exchange and three pion exchange, where the effect of three pion exchange turns out to be

negligible [21]. One advantage of χPT is, that it also generates many-nucleon forces during

the expansion. In χPT at N3LO also three and four nucleon forces are included. The three

nucleon force is very involved in that order, the contribution of the four nucleon force in

contrast is very small. Nevertheless the existence of many-nucleon forces is an important

result especially in comparison to other potentials, for example the Argonne V18 which

was optimized to two nucleon forces.

The nucleon-nucleon potential is calculated by using perturbation theory and application

of the results to a scattering equation. The full chiral nucleon-nucleon potential consists

of pion exchange Vπ and contact terms Vct, V = Vπ + Vct. Since charge dependence is

important for an accurate description of low-energy pp and np data, it is included in the

potential, as well as the pion mass difference and the Coulomb potential [2].

Figure 1.1 shows the deuteron wavefunctions derived from the two N3LO potentials, namely

Jülich and Idaho in comparison to the wavefunctions obtained from the Argonne V18,

CD Bonn and Nijmegen-I potentials. The chiral wavefunctions are shifted towards a larger

r. One interesting property of the chiral wavefunctions is the oscillation for larger r in

the D-wave for the Idaho potential and in the S-wave in the case of the Jülich potential.

This effect will show up again in Chapter 4, where it will cause some difficulties. In the

following it will always be referred to the Idaho N3LO potential.
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CHAPTER 1. REALISTIC NUCLEON-NUCLEON POTENTIALS

Figure 1.1: The deuteron wavefunction with the S-wave (upper curves) and the D-wave
(lower curves) components is shown. The thick lines represent chiral N3LO potentials
(solid: Idaho, dashed: Jülich). The thin lines refer to the Argonne V18 potential (dotted),
the CD Bonn potential (solid) and the Nijmegen-I potential (dash-dotted), (from [2]).
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1.3. CHIRAL POTENTIALS
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Chapter 2

The Unitary Correlation Operator

Method

2.1 Basic Concepts

The invention of realistic nucleon-nucleon potentials in principle allows for the description

of atomic nuclei within ab initio methods that need no further approximations. These

methods are restricted to light nuclei by computational resources. For heavier nuclei ap-

proximations are required, staying as close as possible to the ab initio treatment. The

simplest possible many-body states are the single Slater determinants as used in Hartree-

Fock (see Chapter 6). The problem with the Hartree-Fock approach is that correlations,

like those induced by realistic nucleon-nucleon interactions, cannot be described with one

Slater determinant. To resolve this, the correlations are introduced into the many-body

states by means of unitary correlation operators. Unitary operators are chosen since they

preserve the norm of the state they are applied to.

In this thesis two different methods for handling the short-range properties of realistic

nucleon-nucleon interactions by means of unitary transformations are employed. One is

the Similarity Renormalization Group (SRG), which will be discussed in Chapter 3, the

other is the Unitary Correlation Operator Method (UCOM) [3, 4, 5, 6] which will be ex-

plained in the following.

In the UCOM transformation

|Ψ̃〉 = C |Ψ〉, (2.1)

the unitary correlation operator C acts on an uncorrelated initial state |Ψ〉 and a new corre-

lated state |Ψ̃〉 results. Due to the unitarity of the correlation operator it can alternatively

be applied to an operator O, leading to a correlated operator Õ:

〈Ψ̃′|O|Ψ̃〉 = 〈Ψ′|C†OC|Ψ〉 = 〈Ψ′|Õ|Ψ〉. (2.2)

7



2.1. BASIC CONCEPTS

Figure 2.1: Two-body density distribution of the deuteron calculated with the Argonne V18
potential. The isodensity surface for 0.005 fm−3 is shown, (from [23]).

The structure of the correlations already appears in the deuteron [22, 23, 4, 6]. In Figure 2.1

the spin-projected two-body density distribution of the deuteron is displayed. On the left

of the figure the magnetic spin quantum number is MS = 0, the spins are aligned anti-

parallel. The right-hand part of the figure shows parallel spins, MS = ±1. For small

particle distances, the probability of finding two nucleons very close to each other is nearly

zero, since the short-range repulsion in the central interaction pushes them apart. The

tensor correlations are spin-dependent. The probability density for anti-parallel spins is

concentrated in a torus, while for parallel spins a dumbbell is favored. This figure shows that

the central and the tensor correlations play an important role for describing the properties

of a nucleus. Therefore they are treated explicitly with the central correlation operator Cr

and the tensor correlation operator CΩ [23]:

C = CΩCr. (2.3)

The central correlation operator accounts for the effects of the short-range repulsion of the

interaction (the core), the tensor correlation operator represents the short-range part of

the tensor interaction. The correlation operators are unitary, therefore they can be written

as exponential functions of hermitian generators GΩ and Gr [23]

CΩCr = e−iGΩ e−iGr = exp



−i
∑

i<j

gΩ,ij



 exp



−i
∑

i<j

gr,ij



 . (2.4)

Here the generators gr for the central correlation operator and gΩ for the tensor correlation

operator are assumed to be two-body operators, since they result from a two-body interac-

tion. Their structure is motivated by the form of the correlations, as shown in Section 2.2

for gr and in Section 2.3 for gΩ.
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CHAPTER 2. THE UNITARY CORRELATION OPERATOR METHOD

2.2 Central Correlations

The central correlation operator has to be constructed such that it has a large impact on

the nucleons if their distance is small and does not act if their distance is larger than the

core radius. For central correlations the generator

gr =
1

2
[s(r) qr + qr s(r)] ΠST (2.5)

causes distance dependent radial shifts with the projection operator ΠST onto spin S and

isospin T . Here

qr =
1

2

[rrr

r
· qqq + qqq ·

rrr

r

]

(2.6)

is the radial component of the relative momentum qqq = 1
2 [ppp1 − ppp2] of two particles with the

distance vector rrr = xxx1−xxx2. Since the nucleons should not be shifted apart if their distance

is large, the shift function s(r) is introduced.

In order to illustrate the action of the correlation operator it can be applied to a two-body

state |ψ〉 = |Φcm〉 ⊗ |φ〉. By construction the correlator does not act on the center-of-mass

component of the state. For the central correlated relative part of the state the effect of

the correlation operator resembles a norm-conserving coordinate transformation [11]

〈rrr|Cr|φ〉 =
R−(r)

r

√

R′
−(r) 〈R−(r)

rrr

r
|φ〉. (2.7)

The correlation function R−(r) and its inverse R+(r) are related to the shift function s(r)

by the integral equation
∫ R±(r)

r

dξ

s(ξ)
= ±1. (2.8)

For a slowly varying shift function the correlation function is approximately given by

R±(r) ≃ r ± s(r).

2.3 Tensor Correlations

Besides the repulsive core, the strong tensor force is a common property of realistic nucleon-

nucleon interactions. It induces a correlation between the spins σσσ1 and σσσ2 of two nucleons

and their relative spatial orientation. Figure 2.2 illustrates the dependence of the inter-

action energy VT = −
[

3
r2 (σσσ1 · rrr)(σσσ2 · rrr) − σσσ1 · σσσ2

]

of two nucleons for parallel and anti-

parallel spin orientations. For spins aligned perpendicular to their connecting axis rrr (on

the left) an anti-parallel orientation is favored. In contrast, spins aligned parallel to rrr prefer

a parallel orientation (on the right) [12, 22, 23].
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2.3. TENSOR CORRELATIONS
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Figure 2.2: Illustration of the tensor interaction energy for fixed parallel orientation of two
spins on the left and anti-parallel orientation on the right, (from [23]).

For the description of the tensor correlations the nucleons have to be shifted perpendicular

to their radial direction. This can be achieved by using the orbital momentum operator

qqqΩ = qqq − qr
rrr

r
=

1

2 r2
(LLL× rrr − rrr ×LLL) (2.9)

with the relative orbital angular momentum LLL = rrr × qqq. The generator for the tensor

correlation operator, which describes the connection of the spins and their relative spatial

orientation, can then be constructed as

gΩ = ϑ(r)S12(rrr, qqqΩ)Π1T (2.10)

= ϑ(r)
3

2
((σσσ1 · qqqΩ) (σσσ2 · rrr) + (σσσ1 · rrr) (σσσ2 · qqqΩ)) Π1T . (2.11)

Here the general definition

S12(aaa, bbb) =
3

2
[(σσσ1 · aaa) (σσσ2 · bbb) + (σσσ1 · bbb) (σσσ2 · aaa)] −

1

2
(σσσ1 · σσσ2) (aaa · bbb+ bbb · aaa) (2.12)

is used. The tensor correlation function ϑ(r) describes the strength and the radial depen-

dence of the transverse shift of the nucleons, analogous to the radial shift function s(r) for

the central correlations.

Applying the tensor correlation operator to a relative LS-coupled two-body state

|φ(LS)JMTMT 〉, where the projection quantum numbers M and MT will be omitted for

brevity, leads to [11]

CΩ|φ(JS)JT 〉 = |φ(JS)JT 〉 (2.13)

10



CHAPTER 2. THE UNITARY CORRELATION OPERATOR METHOD

for states with J = L and to

CΩ|φ(J ± 1, 1)JT 〉 = cos θJ(r)|φ(J ± 1, 1)JT 〉 ∓ sin θJ(r)|φ(J ∓ 1, 1)JT 〉 (2.14)

for states with L = J ± 1. Where the short hand notation θJ(r) = 3
√

J(J + 1)ϑ(r) was

introduced.

In Figure 2.3 the action of the central and tensor correlators is depicted. Panel (a) shows

the uncorrelated deuteron wavefunction with orbital angular momentum L = 0. It de-

scribes the long-range behavior in a reasonable manner, but the correlation hole and the

D-wave admixture are missing. The application of the central correlator with the correla-

tion function s(r), shown in (d), leads to a correlated wavefunction (b). The correlation

hole has been generated by shifting the amplitude from the region with small particle dis-

tances towards distances where the potential is attractive. The application of the tensor

correlator with the correlation function ϑ(r), displayed in panel (e) generates a D-wave

admixture and leads to a realistic deuteron wavefunction, shown in (c). Since the tensor

correlation function is long-ranged, a long-ranged D-wave admixture results [23].

2.4 Cluster Expansion

The exponential in the definition of the correlation operators (2.4) implies, that a correlated

operator Õ = C†OC contains irreducible contributions of all particle numbers up to A.

The cluster expansion of the correlated operator

Õ = Õ[1] + Õ[2] + . . . + Õ[n] + . . . Õ[A] (2.15)

describes the decomposition of the operator into a specific part Õ[n] for each particle

number n. This shows, that even a correlated two-body operator contains a three-body

contribution and also contributions with higher particle numbers.

Since the calculation of the third order is quite complex, a restriction to the second order

would be preferable, i.e. the two-body approximation

Õ = Õ[1] + Õ[2]. (2.16)

This is valid if the density of the system is small and the range of the correlation functions

is restricted to short distances. If the correlation length is larger than the mean particle

distance, the probability to find more than two nucleons in the correlation volume increases,

contributions of higher orders of the cluster expansion are not negligible.
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2.4. CLUSTER EXPANSION
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Figure 2.3: Construction of the deuteron wavefunction for the Argonne V18 potential. In
panel (a) the uncorrelated wavefunction is shown. Applying the central correlator with
its correlation function s(r) shown in (d) leads to the central correlated wavefunction (b).
Application of the tensor correlator with the correlation function ϑ(r) shown in (e) produces
a D-wave admixture and leads to a realistic deuteron wavefunction (c), (from [23]).
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CHAPTER 2. THE UNITARY CORRELATION OPERATOR METHOD

2.5 Correlated Interactions

For the construction of a correlated Hamiltonian in two-body approximation, the uncorre-

lated two-body Hamiltonian

H = Tint + V ≡
qqq2

2µ
+ V, (2.17)

with the intrinsic kinetic energy Tint = T −Tcm and the two-body potential V , is chosen as

a starting point. V is represented by the realistic interaction Argonne V18 for illustration.

Its operator structure (see Section 1.2) is given by

VArgonne =
∑

S,T

[

V c
ST (r) + V l2

ST (r)LLL2
]

ΠST (2.18)

+
∑

T

[

V t
T (r)S12(rrr,rrr) + V ls

T (r) (LLL · SSS) + V ls2
T (r) (LLL · SSS)2

]

Π1T ,

where charge-dependent terms have been omitted.

With the projection operator ΠS , which projects onto the spin space, the quadratic spin-

orbit term can be rewritten as [23]

(LLL ·SSS)2 =
2

3
LLL2 Π1 −

1

2
(LLL ·SSS) +

1

6
S12(LLL,LLL), (2.19)

where

S12(LLL,LLL) =
3

2
[(σσσ1 ·LLL) (σσσ2 ·LLL) + (σσσ2 ·LLL) (σσσ1 ·LLL)] − (σσσ1 · σσσ2)LLL

2. (2.20)

The operators r, q2r , LLL
2, (LLL ·SSS), S12(rrr, rrr) and S12(LLL, LLL) have to be correlated to determine

the correlated interaction. It results

C†
r r Cr = R+(r), (2.21)

C†
r q

2
r Cr =

1

2

{

1

R′
+(r)2

q2r + q2r
1

R′
+(r)2

}

+
7R′′

+(r)2

4R′
+(r)4

−
R′′′

+(r)

2R′
+(r)3

(2.22)

for the centrally correlated operators r and q2r . The transformation of q2r generates a local

potential in addition to the state-dependent part. Since all other operators act only on the

angular part of the wavefunction, they are invariant under central correlations.

To find the tensor correlated operators, the Baker-Campbell-Hausdorff expansion [11, 23]

C†
ΩOCΩ = exp(i gΩ)O exp(−i gΩ) (2.23)

= O + i [gΩ, O] +
i2

2
[gΩ, [gΩ, O]] + . . .

13



2.5. CORRELATED INTERACTIONS

can be used.

With the tensor correlator, the correlated operators r and q2r have the structure

C†
Ω r CΩ = r, (2.24)

C†
Ω q

2
r CΩ = q2r −

[

ϑ′(r) qr + qr ϑ(r)
]

S12(rrr,qqqΩ) +
[

ϑ′(r)S12(rrr, qqqΩ
]2
. (2.25)

The other operators require the full Baker-Campbell-Hausdorff expansion. At first order

the commutators [11, 23]

[

gΩ,LLL
2
]

= iϑ(r) (2 s̄(qqqΩ, qqqΩ)), (2.26)

[gΩ,LLL ·SSS] = iϑ(r) (−s̄(qqqΩ, qqqΩ)), (2.27)

[gΩ, S12(rrr, rrr)] = iϑ(r) (−24Π1 − 18 (LLL · SSS) + 3S12(rrr, rrr)), (2.28)

[gΩ, S12(LLL, LLL)] = iϑ(r) (7 s̄(qqqΩ, qqqΩ)), (2.29)

have to be evaluated. In first order the operator

s̄12(qqqΩ, qqqΩ) = 2 r2 S12(qqqΩ, qqqΩ) + S12(LLL, LLL) −
1

2
S12(rrr, rrr) (2.30)

is generated for the first time. In second order the commutator [gΩ, s̄(qqqΩ, qqqΩ)] has to be

evaluated which generates a new operator. The generation of a new operator is repeated

for each new order in the expansion. For the operator representation the Baker-Campbell-

Hausdorff series has to be truncated at a certain order. To avoid this truncation several

concepts can be used [11], one possibility is to calculate the two-body matrix elements

directly in harmonic oscillator basis.

All these considerations lead to a correlated interaction VUCOM, which is included in the

correlated Hamiltonian

H̃ = T̃ [1] + T̃ [2] + Ṽ [2] = T + VUCOM. (2.31)

The correlated and the uncorrelated one-body kinetic energies are the same, since the

central correlator only contains two-body and higher terms aside from the unit operator.

Together the two-body kinetic energy T̃ [2] and the two-body potential Ṽ [2] represent the

correlated interaction [11, 23]

VUCOM =
∑

S, T

[

Ṽ c
ST (r) +

1

2

[

Ṽ qr2
ST q2r + q2r Ṽ

qr2
ST

]

+ Ṽ l2
ST (r)LLL2

]

ΠST

+
∑

T

[

Ṽ ls
T (r) (LLL ·SSS) + Ṽ t

T (r)S12(rrr, rrr) + Ṽ tll
T (r)S12(LLL,LLL)

+ Ṽ tqq
T (r) s̄12(qqqΩ, qqqΩ) + . . .

]

Π1T . (2.32)
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CHAPTER 2. THE UNITARY CORRELATION OPERATOR METHOD

The ellipsis denote that not all in the Baker-Campbell-Hausdorff expansion generated terms

are listed here.

2.6 Correlated Two-Body Matrix Elements

In the following, two-body matrix elements of the correlated Hamiltonian will be derived.

Therefore, LS-coupled states |n(LS)JMTMT 〉 are considered with relative orbital angu-

lar momentum L, spin S, total angular momentum J and isospin T with the respective

quantum numbers M and MT . The resulting matrix elements have the following structure:

〈n(LS)JMTMT |C
†
rC

†
ΩH CΩCr |n

′(L′S)JMTMT 〉. (2.33)

Inserting harmonic oscillator states leads to:

∑

L′′ n′′

∑

L′′′ n′′′

〈n(LS)JT |C†
rC

†
Ω |n′′(L′′S)JT 〉

× 〈n′′(L′′S)JT |H |n′′′(L′′′S)JT 〉

× 〈n′′′(L′′′S)JT |CΩCr |n
′(L′S)JT 〉, (2.34)

where the projection quantum numbers M and MT are omitted. This result can be sep-

arated into three parts, one resembling the harmonic oscillator matrix elements of the

Hamiltonian and into two parts for the matrix elements for the correlation operators that

are the adjoint of each other.

In the following just the first part of equation (2.34) will be considered. For computing the

single matrix elements of the central and the tensor correlation operator, the insertion of

the unit operator 1 =
∑

LSJT

∫

drr2|r(LS)JT 〉〈r(LS)JT | (2.35)

leads to

〈n(LS)JT |C†
rC

†
Ω |n′(L′S)JT 〉

=
∑

L′′

∫

dr′′r′′2〈n(LS)JT |r′′(L′′S)JT 〉〈r′′(L′′S)JT |C†
rC

†
Ω |n′(L′S)JT 〉.

(2.36)
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With equations (2.7) and (2.14) the matrix elements

〈n(JS)JT |C†
rC

†
Ω |n′(JS)JT 〉

=

∫

dr′′r′′2
R−(r′′)

r′′

√

R′
−(r′′)〈n(JS)JT |r′′(JS)JT 〉〈R−(r′′)(JS)JT |n′(JS)JT 〉

(2.37)

=

∫

dr′′r′′2
R−(r′′)

r′′

√

R′
−(r′′)φ†n, J(r′′)φn′, J(R−(r′′)) (2.38)

are obtained for L = L′ = J . Here φn, L(r) are the wavefunctions in the oscillator basis.

For L = L′ = J ± 1 the following diagonal matrix elements result:

〈n(J ± 1, S)JT |C†
rC

†
Ω |n′(J ± 1, S)JT 〉

=

∫

dr′′r′′2
R−(r′′)

r′′

√

R′
−(r′′) cos θ̃J(r)φ†n, J±1(r

′′)φn′, J±1(R−(r′′)),

(2.39)

with θ̃J(r) = 3
√

J(J + 1)ϑ(R−(r)). The off-diagonal matrix elements with L = J ∓ 1 and

L′ = J ± 1 are given by

〈n(J ± 1, S)JT |C†
rC

†
Ω |n′(J ∓ 1, S)JT 〉

= ±

∫

dr′′r′′2
R−(r′′)

r′′

√

R′
−(r′′) sin θ̃J(r)φ†n, J∓1(r

′′)φn′, J±1(R−(r′′)).

(2.40)

Analogous calculations can be performed for the third term of equation (2.34). With these

results, the matrix elements of the transformed Hamiltonian in (2.34) can be evaluated.

2.7 Optimal Correlation Functions

In the following, the question about the optimal correlation functions R±(r) and ϑ(r) is

treated. They should only affect short-range correlations, long-range correlations should

be described by the many-body state. The correlation functions can be determined by

mapping uncorrelated states onto exact two-body eigenstates of the Hamiltonian or by an

energy minimization in the two-nucleon system [11]. Both methods lead to similar results.

With energy minimization a correlated energy expectation value is calculated considering

the lowest partial wave for each spin-isospin channel. In the case of momentum-space

partial wave matrix elements with vanishing relative momenta, the expectation value of

the correlated Hamiltonian is minimized by variation of the parametrizations of the central

and the tensor correlation functions.

For the central correlation functions with the variational parameter sets α, β, η and α, β, γ
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CHAPTER 2. THE UNITARY CORRELATION OPERATOR METHOD

two possible parametrizations are used [11]:

RI
+(r) = r + α

(

r

β

)η

exp

{

− exp

{

r

β

}}

(2.41)

RII
+(r) = r + α

(

1 − exp

{

r

γ

})

exp

{

− exp

{

r

β

}}

. (2.42)

For each ST-channel the parametrization that generates the lowest energy solution is cho-

sen.

The tensor correlation function affects only channels with S = 1. It is parametrized by

ϑ(r) = α

(

1 − exp

{

−
r

γ

})

exp

{

− exp

(

r

β

)}

. (2.43)

The range of the tensor correlation function is restricted by using

Iϑ =

∫

dr r2 ϑ(r) (2.44)

since only the short-range correlations should be dealt with. This is because in coordinate

space the repulsive core of the central correlations ranges up to 0.5 fm, while the tensor

correlations range much further. By restricting the tensor correlations a separation of

scales is introduced, where the short-range correlations are described by the correlation

operators, while the long-range correlations have to be described by the Hilbert space,

as demanded above. A long-range tensor correlator would also depend on the considered

nucleus, an extraction of state-independent correlations is only possible without long-range

correlation functions [11].
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Chapter 3

The Similarity Renormalization

Group

3.1 The Flow Equation

In Chapter 2, the UCOM was presented as a tool to handle the short-range correlations

induced by realistic nucleon-nucleon potentials. In momentum-space, the UCOM transfor-

mation causes a pre-diagonalization of the initial interaction, leading to an improvement

of the convergence behavior of the correlated interaction [11]. Another method to handle

these short-range properties by a pre-diagonalization of the interaction leading to a phase-

shift equivalent potential is the Similarity Renormalization Group (SRG) [7, 8, 9, 10]. It

will be discussed in the following.

As in the UCOM, the basic idea of the SRG is to transform an initial many-body Hamil-

tonian H0 via a unitary transformation

Hα = UαH0 U
†
α (3.1)

with the α-dependent unitary operator Uα.

A renormalization group flow equation for the Hamiltonian Hα is formulated that induces

a continuous flow towards diagonal form. In the following it will be shown (see also [24]),

how such a transformation has to be structured in order to cause a diagonalization.

For investigating the behavior of the transformed Hamiltonian with respect to a flow pa-

rameter α, the derivative of Hα is computed

dHα

dα
=

d

dα

(

UαH0 U
†
α

)

(3.2)

=
dUα

dα
H0 U

†
α + UαH0

dU †
α

dα
. (3.3)
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3.2. DIAGONALIZATION OF THE HAMILTONIAN

With the relation Uα U
†
α = 1 and its derivative d

dαUαU
†
α = 0 → d

dαU
†
α = −U †

α
dUα

dα U
†
α the

previous equation can be written as

dHα

dα
=

dUα

dα
U †

αHα −Hα
dUα

dα
U †

α. (3.4)

Introducing the anti-hermitian generator ηα = dUα

dα U †
α = −η†α the initial-value problem

dHα

dα
= [ηα,Hα] , H0 = Hα=0 (3.5)

is obtained. This flow equation generates a set of α-dependent unitarily equivalent Hamil-

tonians Hα.

Equation (3.5) has the structure of the Heisenberg equation for an implicit time-dependent

operator At
dAt

dt
= i [Ht, At] . (3.6)

The operator At is obtained from the corresponding time-independent operator of the

Schrödinger picture by a unitary transformation At = UtAS U
†
t with the time evolution

operator Ut. Comparing equation (3.5) with equation (3.6) it can be observed, that the

generator of the SRG flow equation can be compared to the Hamiltonian in the Heisenberg

equation, while the SRG-Hamiltonian is in the same position as the operator At.

3.2 Diagonalization of the Hamiltonian

The next step is to define the generator ηα in a suitable way to cause the diagonaliza-

tion of the Hamiltonian. Introducing a many-body basis {|i〉}, the diagonal part of the

Hamiltonian is represented by

diag(Hα) =
∑

i

|i〉〈i|Hα|i〉〈i|. (3.7)

There are several different choices for ηα. In the following the ansatz of Wegner [25, 26] will

be discussed, where ηα is defined by the commutator of the Hamiltonian and its diagonal:

ηα = [diag(Hα),Hα] . (3.8)

With this simple generator the effect of decreasing off-diagonal matrix elements with in-

creasing diagonal elements can be shown directly. Therefore the generator (3.8) is inserted

in the flow equation (3.5), leading to

dHα

dα
= [[diag(Hα),Hα] , Hα] (3.9)

= diag(Hα)HαHα − 2Hα diag(Hα)Hα +HαHα diag(Hα).
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Decomposing the Hamiltonian into matrix elements, the generator reads

ηij = Hij (Hii −Hjj), (3.10)

where the Hii are the diagonal matrix elements and the Hij are the off-diagonal elements of

the Hamiltonian. Here the index α is omitted for brevity. Using this the matrix elements

of the flow equation (3.9) with the generator (3.10) can be written as:

d

dα
Hij =

∑

k

[Hii (Hik +Hkk)(Hkj +Hjj)

+ (Hii +Hik)(Hkj +Hkk)Hjj

− 2 (Hii +Hik)Hkk (Hkj +Hjj)] (3.11)

with i 6= j for the off-diagonal matrix elements. Expanding the right ride of this equation

d

dα
Hij =

∑

k

[HiiHikHkj +HikHkj Hjj −HikHkkHkj

+ HiiHikHjj +HiiHkj Hjj −Hik HkkHkj

− HiiHkkHkj −HikHkkHjj] (3.12)

and rearranging the terms

d

dα
Hij =

∑

k

[(Hii +Hjj − 2Hkk)HikHkj +HiiHik Hjj

− HiiHkkHkj +HiiHkj Hjj −Hik HkkHjj] (3.13)

leads to an equation for the off-diagonal part:

dHij

dα
= (HiiHjj −HiiHii +HiiHjj −Hjj Hjj)Hij

+
∑

k

(Hii +Hjj − 2Hkk) HikHkj (3.14)

= − (Hii −Hjj)
2Hij +

∑

k

(Hii +Hjj − 2Hkk) HikHkj. (3.15)

Another equation describing the behavior of the diagonal matrix elements

dHii

dα
=

∑

k

(2Hii − 2Hkk) HikHki (3.16)

= 2
∑

k

(Hii −Hkk) |Hik|
2. (3.17)
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can be obtained following similar steps for i = j.

In order to illustrate the action of the flow equation, the equation for the diagonal matrix

elements is chosen. Considering the derivative of the sum over the squares of the diagonal

matrix elements Hii and rearranging the terms leads to

d

dα

∑

i

H2
ii =

∑

i

d

dα
H2

ii =
∑

i

2Hii
d

dα
Hii. (3.18)

Inserting equation (3.17) gives:

d

dα

∑

i

H2
ii = 2

∑

i, k

2Hii (Hii −Hkk) |Hik|
2 (3.19)

= 2
∑

i, k

(2HiiHii − 2HiiHkk) |Hik|
2 (3.20)

= 2
∑

i, k

(Hii −Hkk)
2 |Hik|

2 ≥ 0. (3.21)

H is hermitian, therefore its diagonal elements are real numbers whose squares are positive.

The square of the absolute value of the off-diagonal elements and therefore the product of

both parts is also positive. A summation of positive elements leads to an increasing result.

Thus the derivative of the square of the matrix elements has to increase.

With this result it can be shown, that the off-diagonal matrix elements have to decrease.

To this end the trace of the matrix is considered, which is invariant under a unitary

transformation. This implies, that the derivative of the trace of this matrix has to vanish:

d

dα
Tr
(

H2
)

=
d

dα

∑

i,j

(

H2
ii + |Hij|

2
)

= 0. (3.22)

Since the sum of the squares of the diagonal matrix elements has to increase as shown in

equation (3.18), the off-diagonal matrix elements must decrease monotonically to satisfy

equation (3.22). This shows, that the flow equation (3.5) with the generator (3.8) causes

the desired diagonalization of the Hamiltonian.

For checking the former calculations, an arbitrary matrix is chosen and evolved with flow

equation (3.5). The generator is chosen to be the commutator of the diagonal matrix

elements and the matrix itself. In Figure 3.1(a) the original matrix is shown (α = 0).

Figures 3.1(b) to 3.1(i) show the evolution of the matrix for increasing flow parameter α.

As expected, the increase of the flow parameter α causes the off-diagonal matrix elements

to decrease. For large i and j the diagonal elements increase and for small i and j they

decrease. This results from the fact, that during a diagonalization the eigenvalues of the

matrix are written on the diagonal of the matrix. In a renormalization group flow, the

eigenvalues are sorted by size during the diagonalization.
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Figure 3.1: Behavior of an arbitrary matrix for increasing flow parameter α. The gray
plane indicates vanishing matrix elements, i and j are the matrix indices.
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Figure 3.2: Off-diagonal matrix elements (j = 0) of an arbitrary matrix ( ) for α =
0.0075 ( ), α = 0.015 ( ), α = 0.0225 ( ), α = 0.0375 ( ), α = 0.0525
( ), and α = 0.1 ( ).

Figure 3.2 shows the off-diagonal part (j = 0) of the matrix used in Figure 3.1 for various

values of the flow parameter α. For increasing parameters α, the matrix elements for

large i decrease and converge to zero. For small i, the matrix elements become smaller for

increasing flow parameter, as also seen before. This shows, that with this choice of the

generator the expected diagonalization occurs even for arbitrary initial matrices.

3.3 SRG Matrix Elements in Momentum Space

Wegners choice of the generator used the commutator with the diagonal matrix elements

of the Hamiltonian and the Hamiltonian itself, leading to an evolved potential Vα that

contains complicated many-body interactions. Even if a two-body potential is chosen as

the starting point, three-body interactions, four-body interactions and up to arbitrary

many-body interactions occur during the evaluation. As a result of this, no general closed

equations for the matrix elements of the interaction can be obtained. Wegner showed in

[26] by solving the flow equation for each particle number separately, that the one-particle

interactions are independent of the flow parameter α and the two-particle equations do

not depend on higher particle numbers. Therefore, it is reasonable to work in two-body

space. The solution of the flow equation is a complicated task. For simplification a matrix

element representation of the problem will be discussed.

In contrast to Section 3.2 the generator ηα is chosen differently in this section. Szpigel

and Perry [27] suggested a new choice for the generator, which was applied successfully by
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Bogner et al. [10]. The generator reads

ηα = [Tint,Hα] (3.23)

with the relative kinetic energy Tint = qqq2

2 µ , where µ is the reduced nucleon mass. This

equation aims to diagonalize the Hamiltonian in a basis of eigenstates of q2r and LLL2/r2

respectively.

The resulting flow equation in operator representation with this new generator reads:

dHα

dα
= [[Tint,Hα] ,Hα] . (3.24)

Inserting a decomposition of the transformed Hamiltonian Hα = Tint + Vα into the kinetic

energy and the α-dependent interaction Vα and evaluating the commutator leads to

dHα

dα
= Tint Vα Vα − Vα Tint Tint + 2Tint Vα Tint (3.25)

− 2Vα Tint Vα − Tint Tint Vα + Vα Vα Tint.

Evaluating this equation with the definition for Tint gives

d

dα
Hα =

d

dα
Vα = −

1

(2µ)2
(

Vα qqq
2 qqq 2 + qqq 2 qqq 2 Vα − 2qqq 2 Vα qqq

2
)

(3.26)

+
1

2µ

(

qqq 2 Vα Vα − 2Vα qqq
2 Vα + Vα Vα qqq

2
)

.

Flow equation (3.24) generates besides the two-body interactions also higher order many-

body interactions, since all many-body components of the Hamiltonian were included in

this evolution. As mentioned before, good approximative results can be obtained with a

two-body approximation.

With this choice of ηα (equation 3.23) it is suitable to work in momentum space. To

construct a flow equation for momentum space matrix elements of the Hamiltonian, a

partial-wave representation of the momentum eigenstates |q (LS)JMJTMT 〉, with coupled

orbital angular momentum and spin, is used. With the relation1 =
∑

(LS)JMJTMT

∫

dq q2|q (LS)JMJTMT 〉〈q (LS)JMJTMT | (3.27)

the transformation into momentum space is accomplished. In the following the magnetic

quantum numbers MJ and MT for total angular momentum and isospin, respectively, are

omitted for brevity. Inserting this identity in each term of equation (3.26) and simplifying

the resulting equation, the following equation results for the uncoupled channels with
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L = L′ = J :

d

dα
V (LS)JT

α (q, q′) = −
1

(2µ)2
(

q2 − q′2
)2
V (LS)JT

α (q, q′) (3.28)

+
1

2µ

∫

dq′′q′′2
(

q2 + q′2 − 2 q′′2
)

V (LS)JT
α (q, q′′)V (LS)JT

α (q′′, q′).

For clarity the abbreviations

V (LS)JT
α (q, q′) = 〈q (LS)JT |Vα |q′ (LS)JT 〉 (3.29)

and

V (LS)JT, (L′S)JT
α (q, q′) = 〈q (LS)JT |Vα |q′ (L′S)JT 〉 (3.30)

were introduced.

For channels with S = 1 and L = J ∓ 1 the insertion of (3.27) produces interaction matrix

elements between states with L = J ∓ 1 and L′ = J ± 1. In this case the momentum space

flow equation is given by

d

dα
V (LS)JT

α (q, q′) = −
1

(2µ)2
(

q2 − q′2
)2
V (LS)JT (q, q′) (3.31)

+

∫

dq′′ q′′2
1

2µ

(

q2 + q′2 − 2 q′′2
)

(

V (LS)JT (q, q′′)V (LS)JT (q′′, q′)

+V (LS)JT, (L′S)JT (q, q′′)V (L′S)JT, (LS)JT (q′′, q′)
)

.

For given L, the matrix elements for L′ = L±2 appear in the equation as well. The coupled

channel flow equation can then be written as

d

dα
Vα(q, q′) = −

1

(2µ)2
(

q2 − q′2
)2

Vα(q, q′) (3.32)

+

∫

dq′′ q′′2
1

2µ

(

q2 + q′2 − 2 q′′2
)

Vα(q, q′′)Vα(q′′, q′),

with the matrices

Vα(q, q′) =

(

V (LS)JT, (LS)JT (q, q′) V (LS)JT, (L′S)JT (q, q′)

V (L′S)JT, (LS)JT (q, q′) V (L′S)JT, (L′S)JT (q, q′)

)

, (3.33)

including matrix elements for different combinations of L = J − 1 and L = J + 1.

As an example the 3S1 partial wave of the Argonne V18 potential is shown in momentum

representation for different values of the flow parameter in Figure 3.3. In the following

a rescaled flow parameter ᾱ = α
(2 µ)2

in units of fm4 will be used for the calculations. In

Figure 3.3(a) the original matrix is shown.

In the sequence of Figures 3.3(b) to 3.3(i) the flow parameter is increased. As desired, the
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Figure 3.3: Behavior of the momentum space matrix elements Vα(q, q′) in units of
[MeV fm3] for the 3S1 partial wave of the Argonne V18 potential for different flow pa-
rameters.
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Figure 3.4: Off-diagonal matrix elements (q′ = 0 fm−1) of the 3S1 partial wave of the
Argonne V18 potential ( ) for various flow parameters: ᾱ = 0.01 fm4 ( ), ᾱ =
0.02 fm4 ( ), ᾱ = 0.04 fm4 ( ), ᾱ = 0.06 fm4 ( ), and ᾱ = 0.1 fm4 ( ).

matrix flows towards diagonal form with increasing ᾱ. The diagonal matrix elements show

a strong increase for large momenta and a decrease for small momenta. On the diagonal of

the matrix a small band is generated. Figure 3.4 shows the off-diagonal matrix elements

(q′ = 0 fm−1) of the same partial wave. For large q, the matrix elements decrease very

rapidly with increasing flow parameter, for small q the values of V (q, 0) decrease. This

effect was also observed for the arbitrary matrix in the previous section.

In Figure 3.5(a) the deuteron wavefunction of the Argonne V18 potential is shown. For

increasing flow parameter the evolution of the wavefunction leads to a shift of the D-wave

component to larger radii and an elimination of the correlation hole as shown in 3.5(b).

Comparing this to the UCOM transformation shown in Figure 2.3 the transformation has

a similar effect.
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Figure 3.5: Deuteron wavefunction for the Argonne V18 potential in (a). (b) shows evolved
wavefunctions for different values of the flow parameter: ᾱ = 0.01 fm4 ( ), ᾱ = 0.02 fm4

( ), ᾱ = 0.04 fm4 ( ), ᾱ = 0.06 fm4 ( ), and ᾱ = 0.1 fm4 ( ).

29



3.3. SRG MATRIX ELEMENTS IN MOMENTUM SPACE

30



Chapter 4

UCOM and SRG

4.1 Comparison: UCOM vs. SRG

In the previous chapters the UCOM and the SRG were discussed. Both methods use

unitary transformations to decouple the low-lying states from high-lying states in order to

describe the correlations that are induced by the nucleon-nucleon potentials. The unitary

transformation of the UCOM describes the correlations that are induced by the short-

range repulsion and the tensor interaction, leading to the transformed interaction VUCOM

(Chapter 2). In the SRG method the interaction is evolved via a flow equation to obtain

a pre-diagonalization. Since both approaches lead to a band-diagonalized interaction, it is

worthwhile to compare them to find the similarities and differences.

The realistic nucleon-nucleon potential Argonne V18 is chosen as an example. It is given

by [7]

VST =
∑

p

V ST
p (r)Op (4.1)

in operator structure for a given spin-isospin (S, T )-channel. Here, only the charge-

independent terms of the operator Op are considered for simplicity, meaning

Op ∈
{

1, LLL2, (LLL · SSS), (LLL ·SSS)2, S12 (rrr, rrr)
}

. (4.2)

In case of the SRG, the generator (3.23) at ᾱ = 0 fm4 [7]

η0 = [Tint, H0] =
1

2µ

[

q2r +
LLL2

r2
, VST

]

(4.3)

gives the initial flow.

This equation can be split in two commutators, one for q2r and one for LLL2

r2 . For each
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(S, T )-channel the commutator with the potential and q2r leads to

[

q2r , VST

]

=
∑

p

[

q2r , V
ST
p (r)Op

]

= −i
∑

p

(qr V
′ST
p (r) + V ′ST

p (r) qr)Op, (4.4)

since qr commutes with all operators of (4.2).The commutator with LLL2

r2 results in

[

LLL2

r2
, VST

]

=

[

LLL2

r2
, V ST

t (r)S12(
rrr

r
,
rrr

r
)

]

= −4 i
V ST

t (r)

r2
S12(rrr, qqqΩ), (4.5)

since only the tensor component of the interaction does not commute with LLL2. This leads

to the initial SRG-generator

η0 =
i

2
(qr S(r) + S(r) qr) + iΘ(r)S12(rrr, qqqΩ), (4.6)

with

S(r) ≡ −
1

µ

(

∑

p

V ′ST
p (r)Op

)

and Θ(r) ≡ −
2

µ

V ST
t (r)

r2
. (4.7)

The structure of the generator η0 is similar to the sum of the UCOM generators gr (2.5) and

gΩ (2.10). The symmetrized radial momentum qr and the momentum-dependent tensor

operator S12(rrr, qqqΩ) constructed in UCOM result directly from the commutation relation

that defines the generator of the flow. The SRG flow can, therefore, be connected with the

central and tensor correlations in a many-body state. On the other hand this similarity

confirms, that the UCOM contains all generators relevant for the description of the corre-

lations. One difference is, that the central correlation function s(r) from the UCOM is not

dependent on the orbital and total angular momentum as the corresponding S(r) of the

SRG framework. To mimic this dependence, the correlation functions s(r) in the UCOM

would have to be adapted for each partial wave.

Another difference of the UCOM and the SRG approach is that in the UCOM the trans-

formation of the Hamiltonian is accomplished in one step using a static generator. In the

SRG framework, the generator ηα, starting from η0, adapts dynamically at each step of

the evolution of the Hamiltonian Hα. By assuming the SRG generator to be independent

of α, the flow equation could be integrated out leading to a unitary transformation as in

the UCOM scheme.

Furthermore the UCOM generators are divided to one for the central correlations and one

for the tensor correlations. In the SRG method this is not distinguished. For split types,

two different generators ηr = 1
2 µ

[

q2r , Hαr

]

and ηΩ = 1
2 µ

[

LLL2

r2 , HαΩ

]

with the flow parame-
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ters αr and αΩ could be introduced [7].

The correlation functions of the UCOM were obtained by energy minimization so far (see

Section 2.7). The tensor correlations are restricted to a range that is given by the value

of Iϑ from equation (2.44). In Figure 4.1 the 3S1 partial wave in momentum space of

VUCOM for Iϑ = 0.09 fm3 is compared with those of Vα for ᾱ = 0.0208 fm4 and of the pure

Argonne V18 potential. The value of the flow parameter is obtained by comparison of

the V (0, 0) matrix elements. The matrix elements of the initial Argonne V18 potential

are large in the off-diagonal region and mostly positive. In the UCOM as well as in the

SRG the off-diagonal matrix elements are strongly suppressed and the part of negative

matrix elements for small q and q′ increases. The SRG matrix elements show a narrow

band-diagonal structure for high momenta, while in the UCOM the band is much broader.

4.2 Extracting UCOM-Correlators from SRG Calculations

In the previous section the formal connection between the UCOM and the SRG method

was established. The SRG approach provides the possibility to confirm that the important

generators are included in the UCOM scheme, therefore a next step is to derive the UCOM

correlators from the SRG. Since the UCOM correlation functions are optimized just for the

lowest partial waves and are independent of the orbital angular momentum and the total

angular momentum, the relevant lowest partial waves are considered for the SRG.

Considering the UCOM correlated two-body wavefunction for coupled partial waves

Φ̃(r) =

(

Φ̃(L)(r)

Φ̃(L′)(r)

)

, (4.8)

where Φ̃(L)(r) represents the wavefunction for L = J − 1 and Φ̃(L′)(r) the wavefunction for

L′ = J + 1. Evaluating these with (2.7) and (2.14) leads to

Φ̃(L)(r) =
R−(r)

r

√

R
′

−(r)
[

cos[θJ(r)] Φ(L) [R−(r)] + sin[θJ(r)] Φ(L′) [R−(r)]
]

Φ̃(L′)(r) =
R−(r)

r

√

R
′

−(r)
[

− sin[θJ(r)] Φ(L) [R−(r)] + cos[θJ(r)] Φ(L′) [R−(r)]
]

, (4.9)

where θJ(r) = 3
√

J (J + 1)ϑ(R−(r)).

The aim is now to find the central correlation function R−(r) and the tensor correlation

function θJ(r) based on SRG calculations. For that purpose the SRG flow equation is solved

for an initial interaction with a certain value of the flow parameter to obtain momentum

space matrix elements Vα(q, q′) for each partial wave. With these matrix elements the two-

body problem is solved. Via a mapping of the two-body eigenstates of the SRG-evolved

interaction onto the corresponding states of the initial interaction, the UCOM correlation
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Figure 4.1: Momentum space matrix elements Vα(q, q′) in units of [MeV fm3] of the 3S1

partial wave of the Argonne V18 potential (a), the UCOM interaction with Iϑ = 0.09 fm3

(b) and the SRG interaction with ᾱ = 0.0208 fm4 (c).
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functions can be obtained.

In the following the central and the tensor correlation function will be extracted separately

from the partial waves. The central correlation function R−(r) acts in the same manner

on the θJ(r)-dependent part of both partial waves in (4.9). Considering the sum of the

squares of the absolute value of the wavefunctions leads to

∣

∣

∣Φ̃(L)(r)
∣

∣

∣

2
+
∣

∣

∣Φ̃(L′)(r)
∣

∣

∣

2
=

R2
−(r)

r2
R′

−(r)
{

cos2 θJ(r)
∣

∣

∣
Φ(L)[R−(r)]

∣

∣

∣

2
+ sin2 θJ(r)

∣

∣

∣
Φ(L′)[R−(r)]

∣

∣

∣

2

+ sin2 θJ(r) cos2 θJ(r)
[

Φ(L)[R−(r)] Φ(L′)[R−(r)] + Φ(L′)[R−(r)] Φ(L)[R−(r)]
] }

+
R2

−(r)

r2
R′

−(r)
{

cos2 θJ(r)
∣

∣

∣
Φ(L′)[R−(r)]

∣

∣

∣

2
+ sin2 θJ(r)

∣

∣

∣
Φ(L)[R−(r)]

∣

∣

∣

2

− sin2 θJ(r) cos2 θJ(r)
[

Φ(L)[R−(r)] Φ(L′)[R−(r)] + Φ(L′)[R−(r)] Φ(L)[R−(r)]
] }

,

(4.10)

where the second and the fourth line cancel. With the relation sin2[x] + cos2[x] = 1 an

expression independent of the tensor correlation function θJ(r) results:

∣

∣

∣
Φ̃(L)(r)

∣

∣

∣

2
+
∣

∣

∣
Φ̃(L′)(r)

∣

∣

∣

2
=

(

R−(r)

r

)2

R
′

−(r)

(

∣

∣

∣
Φ(L) [R−(r)]

∣

∣

∣

2
+
∣

∣

∣
Φ(L′) [R−(r)]

∣

∣

∣

2
)

. (4.11)

Since the initial and the evolved wavefunctions are known, R−(r) can be evaluated by

solving the following equation:

R3
−(r) = 3

∫ r

0

f̃(r′)

f(R−(r′))
r′2dr′ (4.12)

where the functions

f̃(r) =
∣

∣

∣Φ̃(L)(r)
∣

∣

∣

2
+
∣

∣

∣Φ̃(L′)(r)
∣

∣

∣

2
(4.13)

and

f(R−(r)) =
∣

∣

∣
Φ(L)(R−(r))

∣

∣

∣

2
+
∣

∣

∣
Φ(L′)(R−(r))

∣

∣

∣

2
(4.14)

were introduced for simplification. The resulting integral equation can now be solved for

the central correlation function.

As a next step the tensor correlation function can be determined. Since the central cor-

relation function is obtained from equation (4.12), the tensor correlation function can be

obtained by solving equations (4.9). Thus the equations for both components of the wave-

function have to be satisfied simultaneously. Solving Φ̃(L′)(r) for sin [θJ(r)] and inserting
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this relation into Φ̃(L)(r) leads to the relation

Φ̃(L)(r) =
R−(r)

r

√

R′
−(r)

{

cos[θJ(r)Φ(L) [R−(r)]]

+

[

−
Φ̃(L′)(r) r

R−(r)
√

R′
−(r)

+ cos[θJ(R−(r))] Φ(L′) [R−(r)]

]

Φ(L′) [R−(r)]

Φ(L) [R−(r)]

}

, (4.15)

which only depends on cos [θJ(r)]. Due to the symmetry properties of the cosine, equa-

tion (4.15) has pairs of symmetric solutions. To find the right value for θJ(r) the solution is

reinserted in equation (4.9) to check the agreement of the UCOM transformed wavefunction

with the one obtained from the SRG calculations.

4.3 Correlation Functions for Argonne V18

In this section UCOM correlators obtained from SRG calculations will be discussed for the

Argonne V18 potential. In the UCOM framework the lowest partial waves of each spin-

isospin channel are used to fix the correlation functions, the angular momentum dependence

is omitted. Four different central correlation functions for S = 0, 1 and for T = 0, 1 and two

different tensor correlation functions for S = 1 and T = 0, 1 are obtained. As a reference

for comparison, the variationally optimized UCOM correlation functions (see Chapter 2)

with the optimal tensor correlator for Iϑ = 0.09 fm3 [11] will be used. They are displayed

as thick solid lines in Figure 4.2 for the mentioned partial waves of the Argonne V18

potential. The central correlation functions are shown in Figures 4.2(a) - 4.2(d), the tensor

correlation functions in 4.2(e) and 4.2(f) which operate only in the S = 1 channels. All

correlation functions have a similar shape, except the tensor correlator for (S, T ) = (1, 1)

which is set to zero for simplification, since it is an order of magnitude weaker than the

tensor correlator for (S, T ) = (0, 1) shown in Figure 4.2(e).

In comparison to the variationally optimized correlators, the SRG-optimized ones for the

Argonne V18 potential, shown in the same figure, have some differences in their behavior.

Figure 4.2(a) shows the central correlator for (S, T ) = (0, 0) that has a similar shape, range

and amplitude as its counterpart of the variationally optimized UCOM calculations. With

increasing flow parameter the range of the correlation function increases. This means that

the correlations of longer ranges are removed within the SRG-transformation. Another

possibility to increase the range of the central correlator is via a constraint, but this will

not be discussed in this thesis. The range of the variationally optimized correlators can be

modified by variation of the free parameters (see Section 2.7). This would lead to a similar

result.

In the (S, T ) = (0, 1) channel an interesting effect occurs that does not appear in any

of the variationally optimized correlators: The function has a zero at about 1.2-1.3 fm,
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depending on ᾱ. R+(r) − r describes the radial shift distance, hence the nucleons are

shifted towards smaller r. This change of sign occurs in the most attractive region of the

interaction, where the probability amplitude is concentrated. For distances smaller than

this, probability amplitude is shifted towards larger r, for larger distances it is shifted

towards smaller r. For different flow parameters, the positive part does not change, the

negative component in contrast becomes stronger and its range increases. The central

part of (S, T ) = (1, 0), shown in Figure 4.2(c) has a very similar structure, also with a

small negative component. A large difference between the variationally optimized UCOM

results and the SRG-optimized correlations appears for (S, T ) = (1, 1) (Figure 4.2(d)).

Both correlators have about the same range, but the central correlator of (S, T ) = (1, 1)

has a large negative contribution and the positive part is much weaker than of the UCOM

calculations.

The tensor correlator for (S, T ) = (1, 0) (Figure 4.2(e)) also has a zero, but the negative

contribution is much weaker than in the central correlators. The variation of the flow

parameter leads to a shift of the positive and the negative peaks towards larger radii, again

meaning a remote of longer ranged correlations. In Figure 4.2(f) the tensor correlator for

(S, T ) = (1, 1) is shown, which is very weak and completely negative. The major difference

of the correlators of both approaches is that the variationally optimized correlators have

no sign change in counterpart to the SRG-optimized correlators.

4.4 Correlation Functions for N3LO

In the previous section the SRG-optimized UCOM correlation functions were shown for

the Argonne V18 potential and compared with the correlation functions obtained from

variationally optimized UCOM calculations. In this section the correlation functions for

the chiral N3LO potential (see Section 1.3) will be discussed.

In Figure 4.3 the correlation functions for the N3LO potential are shown. For (S, T ) =

(0, 0) the central correlation function (Figure 4.3(a)) has a similar shape as the correlation

functions obtained for the Argonne V18 potential (see Section 4.3), but with a smaller

amplitude. The variation of the flow parameter also leads to a shift towards larger r. In

the case of (S, T ) = (0, 1) shown in Figure 4.3(b), the correlation function starts to oscillate.

This effect also occurs in the central and tensor correlator for (S, T ) = (1, 0) (Figure 4.3(c)),

where it is much stronger. The range of the correlation function is much longer than in the

other cases before. Varying the flow parameter affects the whole correlator, not just the

negative contribution as for the Argonne V18 potential. The central correlation function for

(S, T ) = (1, 1) is shown in Figure 4.3(d). It is completely negative and its range increases

also with variation of the flow parameter.

The tensor correlation functions are both much weaker than for the Argonne V18 potential.

In Figures 4.3(e) and 4.3(f) the tensor correlation functions are shown with rescaled plot
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Figure 4.2: Variationally optimized and SRG-optimized UCOM correlation functions for
the Argonne V18 potential. Central correlation functions for (S, T ) = (0, 0) (a), for (S, T ) =
(0, 1) (b), for (S, T ) = (1, 0) (c), and for (S, T ) = (1, 1) (d). Tensor correlations functions
for (S, T ) = (1, 0) (e), and (S, T ) = (1, 1) (f). For each partial wave ᾱ is chosen to be 0.0 fm4

( ), 0.02 fm4 ( ), 0.03 fm4 ( ), 0.05 fm4 ( ), and 0.06 fm4 ( ). The
variationally optimized UCOM correlators are indicated by ( ). Note the rescaled plot
axis for the tensor correlators.
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Figure 4.3: UCOM correlation functions based on SRG calculations for the N3LO potential.
Central correlation functions for (S, T ) = (0, 0) (a), for (S, T ) = (0, 1) (b), for (S, T ) =
(1, 0) (c), and for (S, T ) = (1, 1) (d). Tensor correlation functions for (S, T ) = (1, 0)
(e), and (S, T ) = (1, 1) (f). For each partial wave ᾱ is chosen to be 0.0 fm4 ( ),
0.02 fm4 ( ), 0.03 fm4 ( ), 0.05 fm4 ( ), 0.06 fm4 ( ), 0.07 fm4 ( ),
and 0.08 fm4 ( ). Note the rescaled plot axis for the tensor correlators.
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axis. For (S, T ) = (1, 0) the positive peak of the correlator has a dip in the middle. It seems

to consist of two peaks converging for increasing flow parameter. The oscillations of this

correlator are very long ranged. This is undesired since the long range correlations should

not be described within the effective interactions. As for the Argonne V18 potential, the

tensor correlator for (S, T ) = (1, 1) is very weak and completely negative. The long ranged

oscillations for (S, T ) = (0, 1) and (S, T ) = (1, 0) originate from the the wavefunctions of

the N3LO potential (Section 1.3) which also show this effect.
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Chapter 5

No-Core Shell Model

5.1 Basic Concepts of the No-Core Shell Model

The No-Core Shell Model (NCSM) [28, 29, 30] is a quasi-exact method for solving the

nuclear many-body problem numerically with realistic nucleon-nucleon interactions. The

full problem cannot be solved in the complete Hilbert space, a truncation to a finite model

space is necessary. The space is constructed such that the results converge towards exact

binding energies. For that purpose large Hilbert spaces have to be used. Due to limitations

by computing power these calculations can only be performed for light nuclei.

The starting point for the NCSM calculations is a two-body Hamiltonian for the A-nucleon

system

Hint = Tint + V =
2

mA

A
∑

i<j

qqqij +

A
∑

i<j=1

V NN
ij , (5.1)

where V NN
ij is the nucleon-nucleon interaction.

As a basis harmonic oscillator states

|ψn〉 =
∑

i

Cni|φi〉 (5.2)

are chosen, with the evolution coefficients Cni and the many-body Slater determinant

|φn〉 = a†α1
· · · a†αA

|0〉. (5.3)

In this basis the model space is truncated to a Nmax~Ω-space with the harmonic oscillator

frequency ~Ω and the maximum many-body harmonic oscillator excitation energy Nmax.

Transforming the eigenvalue problem

Hn|ψn〉 = En|ψn〉 (5.4)
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Figure 5.1: Convergence behavior of NCSM calculations for the ground state for different
Nmax~Ω model spaces where Nmax ranges from 6 to 48. The results for the Argonne V18
potential on the left and VUCOM for Iϑ = 0.09 fm3 on the right are shown for 3H. The
horizontal line indicates the experimental binding energy.

in this basis leads to

Hij = 〈φj |H|φi〉. (5.5)

for the matrix elements of the Hamiltonian.

This matrix has to be diagonalized in order to obtain its eigenvalues. This is a problem since

the description of the short-range repulsion requires a very large space. For that purpose

effective potentials are introduced. They can be obtained by a Lee-Suzuki transformation

[30, 31] or from SRG and UCOM transformations in this thesis. These methods pre-

diagonalize the interaction meaning, that smaller model spaces are necessary.

5.2 NCSM Calculations for 3H and 4He

In this section the convergence behavior of NCSM calculations for the SRG-optimized

UCOM potential, the SRG potential and the variationally optimized UCOM potential will

be compared for different Nmax~Ω model spaces for the nuclei 3H and 4He.

The results of the NCSM calculations for 3H with the Argonne V18 potential are shown

in Figure 5.1(a). The labels in the plot indicate the different values of Nmax, ranging from

6 to 48. Convergence only occurs for large values of Nmax ≥ 30. In Figure 5.1(b) the

behavior with the variationally optimized UCOM potential for Iϑ = 0.09 fm3 is shown for

comparison. In this case the minimum of the curve for Nmax = 6 is at about -6.5 MeV, the

Argonne V18 potential in comparison is still unbound in this case. A good aspect of the
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CHAPTER 5. NO-CORE SHELL MODEL

Figure 5.2: Convergence behavior of NCSM calculations for the 3H ground state for dif-
ferent Nmax~Ω model spaces where Nmax ranges from 6 to 48. The results for the SRG
potential for ᾱ = 0.01 fm4 (left), ᾱ = 0.03 fm4 (middle) and ᾱ = 0.06 fm4 (right) are
shown.

UCOM transformed potential is that it leads to bound states even for 0~Ω. In this case

the space consists of one Slater determinant, thus no correlations can be described. This

shows, that the components of the Argonne V18 potential that induce the short-range

correlations are reduced in the many-body states by the unitary transformation. One

undesired property of the variationally optimized UCOM potential is that a two minima

structure occurs for Nmax ≃ 24 which disappears for larger model spaces.

The NCSM calculations with the SRG potential [32] are shown in Figure 5.2 for ᾱ =

0.01 fm4, 0.03 fm4 and 0.06 fm4. Variation of ᾱ leads to a faster convergence and a lowering

of the resulting energy. The change for ᾱ = 0.01 fm4 towards ᾱ = 0.03 fm4, where the

converged energy decreases significantly, is more significant than the difference of the results

for ᾱ = 0.03 fm4 and ᾱ = 0.06 fm4.

For all values of ᾱ there is only one minimum and the converged energy is quite constant

over a wide range of frequencies ~Ω. For the SRG-optimized UCOM potential, similar

results are achieved as shown in Figure 5.3 for ᾱ = 0.01 fm4, 0.04 fm4 and 0.06 fm4. The

converged energy lowers for increasing ᾱ and good convergence is achieved for an extended

range of frequencies. In all cases the experimental result cannot be described by the

calculations.

In the case of 4He the convergence behavior of the ground-state energy is shown for Nmax =

0 . . . 16. The results for the Argonne V18 potential (Figure 5.4(a)) do not converge in the

considered range. For small values of Nmax the nuclei are unbound. In comparison, the

results with variationally optimized UCOM correlators for Iϑ = 0.09 fm3 are shown in

Figure 5.4(b) in more detail. It shows a very good convergence to the experimental binding

energy. Comparing this to the results with the SRG potential for ᾱ = 0.01 fm4, 0.03 fm4,

and 0.06 fm4 (shown in Figure 5.5) an improved convergence can be observed. For ¯alpha =
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Figure 5.3: Convergence behavior of NCSM calculations for the 3H ground state for dif-
ferent Nmax~Ω model spaces where Nmax ranges from 6 to 48. The results for the SRG-
optimized UCOM potential for ᾱ = 0.01 fm4 (left), ᾱ = 0.04 fm4 (middle) and ᾱ = 0.06 fm4

(right) are shown.

0.01 fm4 the experimental value of the binding energy is not achived yet. In the case of

ᾱ = 0.03 fm4, the exact binding energy is obtained even faster than in the case of the

variationally-optimized UCOM potential. For ¯alpha = 0.06 fm4 with values of Nmax ≥ 6,

the calculations lead to an overbinding of the nuclei. In Figure 5.6 the SRG-optimized

UCOM potential is displayed. Here the results are only slightly different from the SRG

potential. Calculations for ᾱ = 0.01 fm4 produce similar results as with the SRG potential.

The obtained binding energies are a bit smaller in case of the SRG potential. For ᾱ = 0.04

fm4 the binding energy of 4He is obtained. In comparison to the variationally-optimized

potential a faster convergence occurs. This may result from the negative contribution

of R+(r) − r, as discussed in Section 4.3. For ¯alpha = 0.06 fm4 the nuclei are slightly

overbound, but a good convergence is obtained also in this case.

To test if the oscillations of the correlation functions improve convergence, a function can

be fit to them to cut the oscillations of R+(r)− r and ϑ(r) to obtain functions with similar

shapes as in the variationally optimized UCOM framework. NCSM calculations with these

new correlators show that the obtained effect is quite large. The convergence behavior of

the new resulting SRG-optimized UCOM correlation functions is not that good as it was

before. Therefore these correlation functions will not be used for further calculations. The

oscillations in the correlation functions seem to be the reason for the improvement of the

convergence, since they are the main difference to the variationally optimized ones.

For the chiral N3LO potential the oscillations in the correlators that are generated by the

oscillations in the wavefunctions lead to convergence problems in further calculations. It

will need investigations on this to find a way to handle this potential in an appropriate

way.

In practical applications the parameters ᾱ and Iϑ are fixed to reproduce the experimental
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Figure 5.4: Convergence behavior of NCSM calculations for the 4He ground state for dif-
ferent Nmax~Ω model spaces where Nmax ranges from 0 to 16. Results for the Argonne V18
potential on the left and VUCOM for Iϑ = 0.09 fm3 on the right.

Figure 5.5: Convergence behavior of NCSM calculations for the 4He ground state for
different Nmax~Ω model spaces where Nmax ranges from 0 to 16. The results for the SRG
potential for ᾱ = 0.01 fm4 (left), ᾱ = 0.03 fm4 (middle) and ᾱ = 0.06 fm4 (right) is shown.
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Figure 5.6: Convergence behavior of NCSM calculations for the 4He ground state for
different Nmax~Ω model spaces where Nmax ranges from 0 to 16. The results for the SRG-
optimized UCOM potential for ᾱ = 0.01 fm4 (left), ᾱ = 0.04 fm4 (middle) and ᾱ = 0.06 fm4

(right) is shown.

4He binding energy. This leads to the optimal values ᾱ = 0.03 fm4 for the SRG poten-

tial, ᾱ = 0.04 fm4 for the SRG-optimized UCOM potential, and Iϑ = 0.09 fm3 for the

variationally optimized UCOM potential [11].
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Hartree-Fock

6.1 The Hartree-Fock Method

In the previous section the NCSM was introduced. Since this exact method is not applicable

for heavy nuclei, a more severe approximation is required. For that purpose the Hartree-

Fock method, which is based on a variational principle, will be used [33]. In the Hartree-

Fock method the many-body state is described by a single Slater determinant corresponding

to a 0~Ω space level, since no correlations can be described. At this level the UCOM

and SRG transformed interactions give bound states in the NCSM calculations, therefore

this should also happen in the Hartree-Fock approach. To include additional long-range

correlations larger model spaces are considered in the NCSM. For heavier nuclei the many-

body perturbation theory or Random-Phase Approximation could be applied to cover these

correlations, but these approaches will not be discussed in this thesis. In the following the

Hartree-Fock method will be discussed briefly.

The variational principle states that solving the eigenvalue problem

H|Ψ〉 = E|Ψ〉 (6.1)

is equivalent to the variation

δE[|Ψ〉] = E[|Ψ〉 + |δΨ〉] − E[|Ψ〉] = 0, (6.2)

where the energy

E[|Ψ〉] =
〈Ψ|H|Ψ〉

〈Ψ|Ψ〉
(6.3)

is assumed to be a functional of the state |Ψ〉. If E is an eigenvalue of the system, the

variation δE with the corresponding eigenstate |Ψ〉 is stationary. Therefore, E[|Ψ〉] has an

absolute minimum for the ground state and a saddle point for excited states [12, 13].

Ritz’ variational principle is often used to construct approximative solutions of the eigen-

47



6.1. THE HARTREE-FOCK METHOD

value problem. Therefore instead of the general states of the whole Hilbert space, trial

states are introduced that cover just a subspace. If the exact eigenstate is not contained

in this subspace an approximate solution is obtained.

The variational approach has the following important property: the energy expectation

value E[|Ψv〉] of arbitrary trial state |Ψv〉 is always greater than or equal to the exact

ground-state energy E0 [12, 13]:

E[|Ψv〉] ≥ E0. (6.4)

This shows that the better E[|Ψv〉] approximates the exact ground-state energy E0, the

greater is the overlap of the exact ground state with the trial state.

The Hartree-Fock trial state is represented by a single Slater determinant

|Φ〉 = a†1 a
†
2 · · · a†A|0〉 = |α1 · · ·αA〉a. (6.5)

For determining the minimal energy expectation value E[|Φ〉] the single-particle states

|αi〉 = a†i |0〉 are varied. These new states |αi〉 are expanded in a configuration space basis

{|χk〉} with |χk〉 = c†k|0〉:

|αi〉 =
∑

k

C
(i)
k |χk〉 or a†i =

∑

k

C
(i)
k c†k. (6.6)

The C
(i)
k are expansion coefficients that have to be determined.

One characteristic of the Slater determinant is its invariance under unitary transformations

among the occupied single-particle states [12, 13]. This means that the Slater determinant

is defined by a subspace in the single-particle space and by a projection operator ρ on this

subspace. Its matrix elements can be expressed in terms of the expansion coefficients C
(i)
k

and define the single-particle density matrix:

ρkk′ = 〈Φ|c†k′ck|Φ〉 =
∑

i,i′

C
(i′)∗

k′ C
(i)
k 〈Φ|a†i′ai|Φ〉 =

A
∑

i

C
(i)∗

k′ C
(i)
k . (6.7)

The variation is carried out under the constraint of hermiticity (ρ∗k′,k = ρk′,k) and idempo-

tence (
∑

l ρklρlk′ = ρkk′) of the density matrix.

Expressing the Hamiltonian in second quantization in the basis {|χk〉}, leads to

H =
∑

k1,k2

tk1,k2
c†k1
ck2

+
1

4

∑

k1,k2,k3,k4

Vk1k2,k3k4
c†k1
c†k2
ck4
ck3
, (6.8)

where tk1,k2
= 〈χk1

|t|χk2
〉 are the single-particle matrix elements of the kinetic energy

and vk1k2,k3k4
=a 〈χk1

χk2
|V |χk3

χk4
〉a are the two-body matrix elements of the interaction
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between the nucleons. The expectation value of the Hamiltonian is

E[|Φ〉] = 〈Φ|H|Φ〉 (6.9)

=
∑

k1,k2

tk1,k2
〈Φ|c†k1

ck2
|Φ〉 +

1

4

∑

k1,k2,k3,k4

Vk1k2,k3k4
〈Φ|c†k1

c†k2
ck4
ck3

|Φ〉.

The expectation values of the creation and annihilation operator in the basis {|χk〉} can

be identified with the single-particle density matrix ρk2,k1
and the two-body density ma-

trix ρ
(2)
k3k4,k1k2

= ρk3,k1
ρk4,k2

− ρk3,k2
ρk4,k1

. Using this the energy can be expressed as an

functional of the single-particle density matrix:

E[ρ] =
∑

k1,k2

tk1,k2
ρk2,k1

+
1

2

∑

k1,k2,k3,k4

ρk3,k1
Vk1k2,k3k4

ρk4,k2
. (6.10)

Variation of this functional, where terms in quadratic order of δρ were discarded, gives

δE[ρ] =
∑

k1,k3

tk1,k3
δρk3,k1

+
∑

k1,k2,k3,k4

δρk3k1
Vk1k2,k3k4

ρk4k2
(6.11)

=
∑

k1,k3

hk1,k3
[ρ]δρk3,k1

, (6.12)

where hk1,k3
[ρ] = tk1,k3

+
∑

k2,k4
vk1k2,k3k4

ρk4,k2
represents the matrix elements of a single-

particle Hamiltonian with kinetic energy and a density-dependent potential.

In the Hartree-Fock basis, the single-particle density matrix is diagonal, therefore it con-

nects only occupied states. To fulfill hermiticity and idempotence, the variation δρ must

occur only between occupied and unoccupied states.

In the Hartree-Fock single-particle basis the variational equation results to

δE[ρ̃] =
∑

i1,i3

h̃i1,i3 [ρ̃]δρ̃i1,i3 = 0, (6.13)

where ρ̃i,i′ is the single-particle density matrix and h̃i,i′ is the single-particle Hamiltonian

in the Hartree-Fock basis. As a result the most general Hartree-Fock equation, a basis

independent operator equation [12, 13]

[h[ρ], ρ] = 0 (6.14)

is obtained.

The many-body problem is reduced to a single-particle eigenvalue problem in the Hartree-

Fock approximation:

h[ρ]|αi〉 = ǫi|αi〉. (6.15)
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The |αi〉 are the Hartree-Fock eigenstates and the ǫi represent the Hartree-Fock single-

particle energies. Expanding in the basis {|χk} leads to

∑

k3

hk1,k3
[ρ]C

(i)
k3

= ǫiC
(i)
k1
. (6.16)

With the explicit form of the Hamiltonian and of the single-particle density, it gives

∑

k3



tk1,k3
+
∑

k2,k4

A
∑

i′=1

Vk1k2,k3k4
C

(i′)
k2
C

(i′)
k4



C
(i)
k3

= ǫiC
(i)
k1
. (6.17)

The single-particle Hamiltonian depends on the density matrix, therefore this eigenvalue

problem is non-linear for the single-particle energies ǫi and for the expansion coefficients

C
(i)
k .

The energy of the ground state can be expressed as

E[|HF〉] = 〈HF|H|HF〉 (6.18)

=
A
∑

i=1

〈αi|t|αi〉 +
1

2

A
∑

i,i′=1

a〈αiαi′ |V |αiαi′〉a

=
A
∑

i=1

ǫi −
1

2

A
∑

i,i′=1

a〈αiαi′ |V |αiαi′〉a. (6.19)

This shows, that the total energy is not given by the sum of the single-particle energies.

6.2 Hartree-Fock with Correlated Interactions

In the last section the general formulation of the Hartree-Fock method was introduced, in

the following this method will be applied to correlated realistic nucleon-nucleon interactions

in the UCOM framework.

The correlated Hamiltonian consists of the kinetic energy T and the correlated interaction

VUCOM. The center-of-mass kinetic energy Tcm is subtracted from the kinetic energy, which

leads to the intrinsic Hamiltonian [34]

Hint = T − Tcm + VUCOM = Tint + VUCOM. (6.20)

The intrinsic kinetic energy can be expressed by the two-body momentum operator qqq:

Tint = T − Tcm =
2

Am

A
∑

i<j

qqq2ij. (6.21)
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With this, the intrinsic Hamiltonian has no single-particle kinetic energy, it is a pure two-

body operator.

The harmonic oscillator states |nljmmt〉, where n is the radial quantum number, l is the

orbital angular momentum, j is the total angular momentum with projection m and mt is

the isospin projection quantum number, are used to expand the Hartree-Fock states:

|νljmmt〉 =
∑

n

C(νljmmt)
n |nljmmt〉. (6.22)

It is assumed that due to spherical symmetry oscillator states with the same l, j, and m can

contribute to the expansion of the Hartree-Fock states only. Furthermore, the following

calculations will be restricted to closed shells, where the evolution coefficient is independent

of m (C
(νljmmt)
n = C

(νljmt)
n ). These expansion coefficients are the variational parameters

for the minimization of the energy expectation value.

In this representation, the Hartree-Fock equation (6.16) becomes

∑

n̄

h
(ljmt)
nn̄ C

(νljmt)
n̄ = ǫ(νljmt)C

(νljmt)
n̄ , (6.23)

where ǫ(νljmt) are the single-particle energies of the Hartree-Fock states. The matrix ele-

ments of the single-particle Hamiltonian are given by

h
(ljmt)
nn̄ =

∑

l′,j′,m′
t

∑

n′,n̄′

H
(ljmt,l′j′m′

t
)

nn′,n̄,n̄′ ρ
(l′j′m′

t
)

n′,n̄′ , (6.24)

with the single-particle density matrix

ρ
(l′j′m′

t
)

n′,n̄′ =
∑

ν

O(νljmt)C
(νljmt)∗

n̄ C(νljmt)
n , (6.25)

where O(νljmt) is the number of occupied magnetic sublevels in the respective shell [34].

For closed shells O(νljmt) is equal to 2j + 1.

The m-averaged antisymmetric two-body matrix elements of the Hamiltonian can be writ-

ten as [34]:

H
(ljmt,l′j′m′

t
)

nn′,n̄,n̄′ =
1

(2j + 1)(2j′ + 1)

∑

m,m′

〈nljmmt, n
′l′j′m′m′

t|Hint|n̄ljmmt, n̄
′l′j′m′m′

t〉.

(6.26)

The single-particle angular momenta can be coupled to a total angular momentum

H
(ljmt,l′j′m′

t
)

nn′,n̄,n̄′ =
∑

J,M,MT

(2J + 1)

(2j + 1)(2j′ + 1)
c

(

1
2

1
2 T

mt m′
t MT

)2

(6.27)

× 〈nlj, n′l′j′;JTMT |Hint|n̄lj, n̄
′l′j′;JTMT 〉,
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Figure 6.1: Hartree-Fock calculations with the SRG potential for ᾱ = 0.02 fm4 (•), ᾱ =
0.03 fm4 (�), ᾱ = 0.04 fm4 (�), ᾱ = 0.05 fm4 (N) and ᾱ = 0.06 fm4 (✚). The black bars
indicate experimental values.

where the Clebsch-Gordan coefficients are defined by

|
1

2

1

2
, TMT 〉 =

∑

mt,m′
t

|
1

2
mt,

1

2
m′

t〉〈
1

2
mt,

1

2
m′

t|
1

2

1

2
, TMT 〉 (6.28)

=
∑

mt,m′
t

c

(

1
2

1
2 T

mt m′
t MT

)

|
1

2
mt,

1

2
m′

t〉.

6.3 Hartree-Fock Calculations

In the following the Hartree-Fock framework of Section 6.2 will be applied to the calcula-

tions of ground-state properties for selected closed-shell nuclei from 4He to 208Pb.

As basis states the eigenstates of the harmonic oscillator are chosen. The parameter emax

is the maximal number of eigenstates of the harmonic oscillator which are superposed to

represent the singe-particle states that compose the Hartree-Fock state. The oscillator

length aHO and the size of the basis emax are set to be aHO = 1.7 fm and emax = 10.

Hartree-Fock calculations with the SRG-evolved potential are shown in Figure 6.1 for ᾱ

ranging from 0.02 fm4 up to 0.06 fm4. The binding energy per nucleon, in the upper part
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Figure 6.2: Hartree-Fock calculations with the SRG-optimized UCOM potential for ᾱ =
0.02 fm4 (•), ᾱ = 0.03 fm4 (�), ᾱ = 0.04 fm4 (�), ᾱ = 0.05 fm4 (N) and ᾱ = 0.06 (✚).

of the figure, has a similar structure as the experimental binding energy per nucleon but

tilts towards larger binding energies for heavier nuclei. With increasing flow parameter the

tilting increases. The charge radii are much too small for heavier nuclei and with increas-

ing flow parameter they drift further away from the experimental values. In comparison,

the Hartree-Fock results with the SRG-optimized UCOM potential show several important

differences. The binding energy per nucleon and the charge radii for the examined nuclei

are shown in Figure 6.2 for values of the flow parameter ᾱ ranging from 0.02 fm4 up to

0.06 fm4. They follow the structure of the experimental results but the binding energy is

too small. For increasing flow parameter the results shift towards stronger binding, but

even these results do not reproduce the experimental binding energies. This constant shift

compared to experimental data can be compensated with many-body perturbation theory

or Random-Phase Approximation where long-range correlations are included. Experimen-

tal charge radii are reproduced much better than for the SRG potential, but they are still

somewhat too small for heavy nuclei. The variation of the flow parameter does not change

much on this effect.

Figure 6.3 compares the SRG potential with ᾱ = 0.03 fm4, the SRG-optimized UCOM

potential with ᾱ = 0.04 fm4 and the variationally optimized potential with Iϑ = 0.09 fm3.
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Figure 6.3: Comparison of the Hartree-Fock results for the SRG potential for ᾱ = 0.03 fm4

(�), the UCOM potential with Iϑ = 0.09 fm3 (�) and the SRG-optimized UCOM potential
with ᾱ = 0.04 fm4 (•).

The results for variationally optimized and SRG-optimized UCOM are similar, while for

SRG the observed tilt causes a completely different behavior. In the charge radii the SRG

results are again much worse than for variationally optimized and SRG-optimized UCOM.

For SRG-optimized calculations the description of heavy nuclei is even better than in the

variationally optimized framework. The difference of the behavior of the two approaches

can result from the treatment of all partial waves in the SRG framework, while only the

lowest partial waves are considered in UCOM calculations. Another possibility is the

different high-momentum behavior of the the matrix elements (see Figure 4.1). Here a

narrow band is generated, thus a decoupling of all momenta in the SRG framework while

the band is much broader for UCOM calculations, connecting different momentum states.

Improvements for the behavior of the SRG potential could be obtained with the inclusion

of a three-body interaction that is strongly repulsive [35, 32]. In the UCOM framework the

tensor correlations are chosen such that three-body effects are minimized. An additional

three-body component will not have a large effect. For the SRG results this interaction will

cause a repulsion for heavy nuclei, a tilt towards smaller binding energies. Another point

is the optimization of the parameters Iϑ and ᾱ for the 4He ground state energy, which does

not guarantee that they are valid for heavier nuclei as well.
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Including many-body perturbation theory and Random-Phase Approximation [34, 36], the

results for the UCOM potentials can be improved. A constant shift of the binding ener-

gies leads to a very close approximation of the experimental values. In contrast to that

the effect of these methods on the SRG potential leads to an even stronger overbinding

of the nuclei than in the Hartree-Fock scheme. This shows the necessity of including the

three-nucleon force to correct for this overbinding effect.
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Chapter 7

Summary and Outlook

The main goals in this work are the investigation of the SRG as a method to derive an

effective potential and the connection of this approach with the results obtained within the

UCOM. In the UCOM framework the short-range central and tensor correlations generated

by the nucleon-nucleon interactions are treated explicitly. With this method, a correlated

interaction based on the Argonne V18 potential was constructed. As another approach

to handle the short-range correlations, the SRG was introduced, a method to derive an

effective potential by pre-diagonalizing the initial one. The diagonalization which is in-

duced by a continuous transformation, was analyzed for the Argonne V18 potential. The

resulting interaction was investigated in NCSM calculations and the Hartree-Fock method.

The convergence behavior of NCSM calculations with the SRG potential is very good, but

Hartree-Fock calculations show a strong overbinding for heavier nuclei. To resolve this a

three-body interaction would have to be introduced.

A comparison of UCOM and SRG indicates that both approaches are formally related.

Within the SRG framework new UCOM correlation functions were constructed for the Ar-

gonne V18 potential and the chiral N3LO potential. These optimized correlation functions

show differences in their structure in comparison to the variationally optimized correlation

functions used previously e.g. in the form of a negative contribution that was not con-

sidered in the former parametrizations. In the case of the N3LO potential the correlation

functions show very long-ranged oscillations that result from the structure of the initial

potential (wavefunctions). Further investigations are necessary in order to deal with these

effects in an appropriate manner.

The SRG-optimized correlation functions were used to construct a new potential VUCOM

from the Argonne V18 interaction which exhibits a significantly better convergence behav-

ior in NCSM calculations than the previous variationally optimized UCOM interaction.

This improvement results from the negative contribution in the correlation functions.

Hartree-Fock calculations with the new VUCOM show the same trends for the binding en-

ergies as for the old VUCOM potential. The charge radii are significantly closer to the
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experimental values. For further improvements, many-body perturbation theory and re-

summation of the perturbation series in Brueckner Hartree-Fock or Random-Phase Ap-

proximation calculations can and will be used.

Furthermore the effect of a three-nucleon force onto the calculations has to be studied.

This will show for the SRG if the overbinding of nuclei in Hartree-Fock calculations can be

eliminated or if there is still something missing to correct for this effect.
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