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SECTION 1

Introduction

From the point of view of low-energy nuclear structure physics, the atomic nu-

cleus is built of protons and neutrons, the so called nucleons. Quarks and gluons,

which represent the internal degrees of freedom of the nucleons, are not consid-

ered explicitly. The issue of nuclear structure physics is, on the one hand to make

precise predictions for experimental observables, e.g. binding and excitation en-

ergies and nucleon densities, which can also be used as input for further investi-

gations, e.g. in astrophysics. On the other hand, one is interested in a theoretical

framework which can describe the experimental properties of nuclei based on the

fundamental physics of the strong interaction.

In this thesis we pursue the strategy of solving the time-independent many-

body Schrödinger equation, which is equivalent to solving the eigenvalue problem

of the Hamilton operator. While the statement of the task is rather simple, two dif-

ficulties arise when we approach the eigenvalue problem. Firstly, only some basic

symmetry assumptions, e.g. rotational invariance, restrict the possible operator

structures in the nuclear interaction. Therefore, an appropriate interaction appli-

cable over a wide range of nuclei is still absent. Secondly, solving the many-body

problem itself is non-trivial, because it will turn out that we have to deal with large

model spaces to get valuable results.

Concerning the nuclear interaction, in the 1990s one assumed two-nucleon in-

teractions and accepted that irreducible interactions within triples of nucleons

were neglected. Prominent examples of these potentials are the Argonne-V18 or

CD-Bonn interactions, that reproduce nucleon-nucleon scattering data as well as

deuteron properties but contain lots of phenomenology.

Using these potentials for the calculation of spectra of various nuclei, one fails

to match experimental results. A well-known example for such failure is the ground
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1 Introduction

state of 10B which has, as a result of a calculation with the Argonne-V18 or CD-

Bonn potential, the wrong angular momentum J = 1 instead of the experimental

value J = 3 [1]. To overcome these discrepancies, the two-nucleon interactions

were supplemented by various three-nucleon potentials. Spectra obtained with

these potentials combined with the two-nucleon potentials match experimental

data much better. But it is not obvious which two-nucleon interaction should be

combined with which three-nucleon interaction. Furthermore, one should aim at

a more fundamental derivation of the nuclear interaction starting from Quantum

Chromodynamics (QCD) as the underlying theory.

A direct derivation of a nuclear potential from QCD is problematic because of

its nonperturbative character in the low-energy regime. Moreover, describing nu-

clei as systems of interacting quarks and gluons, is not feasible nowadays. Fortu-

nately, this detailed description is not necessary, because we investigate an energy

regime, where quarks and gluons are not resolved and, thus, we can adopt an effec-

tive theory valid for the low-energy regime of nuclear physics. A modern approach

is the so-called chiral effective field theory (χEFT) which treats nucleons and pi-

ons as degrees of freedom and takes all relevant symmetries of QCD, especially the

chiral symmetry, into account. In this framework a systematic expansion of the

nuclear potential exists, as Weinberg showed in [2]. More details will be discussed

in section 2.

It turns out that the aforementioned problems can be remedied by this pro-

cedure. Firstly, we have a more fundamental derivation of the potential, which

has the nice feature that only two new parameters occur when we include three-

body interactions at next-to-next-to leading order (N2LO). Secondly, it is now clear

which three-nucleon interaction should be used together with the two-nucleon

interaction, namely the one corresponding to the same expansion order. The first

time the three-nucleon interaction shows up is at N2LO, and three-nucleon forces

of higher order are not available yet. Therefore, this order is considered in this

thesis, especially the three-nucleon part is investigated.

Results of first no-core shell model calculations with Lee-Suzuki-transformed

chiral two-body interaction (NN) and two-plus-three-body interaction (NN+NNN)

in a small model space Nmax = 6 are compared to experimental results for 10B in

fig. 1 [3]. Obviously, the quantum numbers of the ground state are correct if one in-

cludes the three-body interaction. The chiral two-body interaction alone, like the

CD-Bonn or Argonne-V18 two-body potentials predict an incorrect ground state

of 10B. Moreover, the overall agreement with experiment is significantly improved

with the use of the three-body interaction.

We start our investigations with the matrix elements of the chiral interaction
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Figure 1 – Spectrum of 10B in MeV as result of Lee-Suzuki no-core shell model cal-
culations in a Nmax = 6 model space. The used harmonic-oscillator frequency is
~Ω = 14 MeV. Results including the chiral two-body interaction (right), the chi-
ral two-plus-three-body interaction (left) are compared to experiment (middle)
[3].

up to N3LO for two-nucleon interactions and N2LO for three-nucleon forces and

extract the three-nucleon interaction matrix elements. These three-nucleon ma-

trix elements are given with respect to fully antisymmetrized three-particle Jacobi

states [4]. For nuclear structure calculations it is more convenient to work with

matrix elements with respect to a Slater-determinant basis consisting of single-

particle harmonic oscillator states based on Cartesian coordinates. This basis is

also known as m-scheme basis. Consequently, we have to derive and implement

the transformation from Jacobi to m-scheme matrix elements, which will include

two harmonic oscillator brackets. It turns out that this is a non-trivial task, be-

cause it is computational demanding. Generally, we follow the strategy outlined in

[5] and precompute a certain overlap coefficient to speed up the transformation

code. Having the m-scheme matrix elements we are in principle able to attack the

eigenvalue problem of the Hamiltonian. But the storage of m-scheme matrix ele-

ments becomes problematic even for modest model space sizes. Therefore, our

strategy is to compute matrix elements with respect to states that carry a total

coupled angular momentum J and isospin T . These matrix elements are then

decoupled to m-scheme matrix elements in the many-body calculation. With this

strategy it is possible for the first time to calculate matrix elements of the N2LO

three-nucleon interaction up to a total three-particle harmonic oscillator energies
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1 Introduction

of at least E3max = 14. The standard energy limit before was E3max . 9 according to

fig 1.

As already mentioned above, solving the Schrödinger equation numerically is

not straight forward. The complex nuclear interaction induces strong correlations

between the nucleons that result in the need of very large model spaces in order to

incorporate these correlations and to obtain converged results.

Therefore, the bare interaction is not suitable to perform calculations for heav-

ier nuclei, since the results in tractable model spaces are still not converged with

respect to model space sizes. One possible way to overcome this obstacle is the

use of unitarily transformed interactions. Here, we will apply the similarity renor-

malization group (SRG) transformation. This can be done at the level of the origi-

nal fully antisymmetric three-particle Jacobi harmonic oscillator matrix elements.

Then the transformation into the coupled scheme can be performed as mentioned

above. Afterwards, also heavier nuclei are accessible in a reasonable way within

tractable model spaces. Furthermore, we are able to distinguish between the ef-

fects of induced three-particle interactions due to the SRG transformation and the

impact of the genuine three-particle interaction from χEFT.

Finally, many applications and studies of the impact of the three-body ma-

trix elements, especially matrix elements in the framework of χEFT, are accessi-

ble. We show results of calculations in the importance-truncated no-core shell

model (IT-NCSM), which allows for ab-initio nuclear structure studies beyond the

domain of the full no-core shell model NCSM [6]. The principal idea is to reduce

the model space in which the matrix eigenvalue problem has to be solved using

an a priori importance measure that determines whether a basis state is included

in the model space or not. The IT-NCSM yields eigenstates of the Hamilton op-

erator which are the ingredient for calculations of various observables. We show

results including the bare N2LO three-particle interaction for 4He as well as the

SRG-transformed three-body interaction for 4He and 6Li. Thereby, we can distin-

guish between the induced and genuine three-body force influences.

Moreover, we present first results of Hartree-Fock calculations with the SRG-

transformed chiral interactions including the N2LO three-body force. With this

method the whole nuclear chart is accessible. As example we investigate 4He, 16O,
40Ca, 48Ca and 90Zr.

This thesis is organized as follows: In section 2 we give a short introduction

into chiral effective field theory. For the rest of the thesis matrix elements of the

chiral interactions are our input. We transform these matrix elements given in

three-particle relative states into a form depending on Cartesian coordinates that

is suitable for many-body calculations in section 4. However, to carry out this
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transformation we need some mathematical background and tricks, presented in

section 3. After the transformation of the three-body interaction matrix elements

we discuss the unitary transformation of the interaction via the similarity renor-

malization group in section 5. An important issue in this section will be the proper

separation of the three-body part of the interaction form the two-body part. In

section 6 we present the results of IT-NCSM and Hartree-Fock calculations and

discuss the impact of the chiral three-body forces. Finally, we give a résumé of this

thesis including an outlook in section 7.

In the appendices the interested reader can find some technical remarks on our

implementation of the transformation presented in section 4 and the SRG trans-

formation in appendix A. Moreover, in appendix B one can find the formula of the

two-body Talmi transformation, which is the analog transformation as in section 4

but on two-body level.

J. Langhammer 5





SECTION 2

Chiral effective field theory (χEFT)

Even nowadays, it is a challenging task to deduce the nuclear interaction from

its underlying theory, the quantum chromodynamics (QCD). A direct derivation

of the nuclear potential from QCD is not yet feasible because of the large value

of the QCD coupling constant in the low-energy regime relevant for nuclear struc-

ture physics. Nevertheless, there has been great progress in developing an effective

theory for low-energy QCD in the past two decades. The starting point of this so

called chiral effective field theory (χEFT) is the most general Lagrangian involv-

ing the relevant degrees of freedom that is consistent with a set of basic symmetry

principles. Especially the spontaneously and explicitly broken chiral symmetry of

QCD is taken into account, constraining the form of each term in the Lagrangian.

As we are dealing with low energies, the relevant degrees of freedom are nucle-

ons and pions instead of quarks and gluons. The pions emerge here as Goldstone

bosons due to the spontaneous breaking of chiral symmetry and acquire nonzero

mass because of the explicit chiral symmetry breaking. Heavier mesons are inte-

grated out and, thus, are absorbed in the low-energy constants (LECs) describing

the short-range interactions.

It turns out that the effective Lagrangian comprises an infinite number of terms

and still seems to be intractable. However, Weinberg showed that a systematic ex-

pansion of the nuclear potential in powers of Q
Λχ

exists [2, 7, 8]. Here, Q is a generic

momentum in the nuclear process at the order of the pion mass and Λχ is the scale

of the chiral symmetry breaking at the order of the ρ-meson mass, mρ = 770 MeV.

Thus, Q
Λχ

is small and the perturbative expansion is expected to converge. This pro-

cedure is called chiral perturbation theory (χPT). Since the number of contribut-

ing terms for a given power of Q
Λχ

is finite, one can systematically calculate the dif-

ferent contributions to the nuclear interaction. The resulting terms are shown in
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2 Chiral effective field theory (χEFT)

Figure 2 – Different contributions to the nuclear potential derived in χPT using
Weinberg’s power counting. Different symbols for the vertices indicate different
operator structures of the potential. The diagrams should not be confused with
Feynman diagrams [9].

fig. 2 diagrammatically. We observe that at leading order (LO) and next-to lead-

ing order (NLO) only a two-body interaction shows up. This is due to the fact

that all diagrams that generate a three-body force up to NLO cancel each other.

Three-nucleon forces start contributing at next-to-next-to leading order (N2LO),

meaning
(

Q
Λχ

)3
, while the four-nucleon force is still absent at this order. The three-

nucleon force is given by a two-pion exchange, a one-pion exchange plus two-

nucleon contact and a three-nucleon contact term, as shown in fig. 2 from left to

right. At next-to-next-to-next-to leading order (N3LO) the first corrections to the

three-body force arise and the four-body force starts contributing. We can see that

χEFT explains the hierarchy of the few-nucleon forces: two-nucleon interactions

are more important than three-nucleon forces, since they arise at lower order of
Q
Λχ

. The same holds for the greater importance of three-nucleon interactions com-

pared with four-nucleon interactions. Moreover, the nuclear potential from χEFT

clearly determines which three-nucleon force should be used along with the two-

nucleon force, in contrast to the previous approaches using more phenomenolog-

ical three-body forces whose parameters are fitted differently depending on the

used two-body force.

Throughout this thesis we use the two-nucleon interaction at N3LO available

from Entem and Machleidt [10]. They showed that the accuracy of this potential is
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comparable to the high-precision Argonne-V18 (AV18) nucleon-nucleon potential.

Its 24 LECs (for the isospin invariant version) have been fitted on nucleon-nucleon

phase shifts and deuteron properties.

The operator structure for the three-nucleon interaction is available at N2LO

today. Hence, this will be the three-nucleon force we investigate in this thesis. Ac-

cording to [11], the three contributing diagrams are given by:

two-pion exchange

VTPE =
∑

i6=j 6=k

1

2

(
gA

2Fπ

)2
(~σi · ~qi)(~σj · ~qj)

(~q 2
i + M2

π)(~q 2
j + M2

π)
F

αβ
ijk τα

i τ
β
j (2.1)

F
αβ
ijk = δαβ

[

−4c1M
2
π

F 2
π

+
2c3

F 2
π

~qi · ~qj

]

+
∑

γ

c4

F 2
π

ǫαβγτ
γ
k ~σk · [~qi × ~qj] ,

one-pion exchange two-nucleon contact

VOPE = −
∑

i6=j 6=k

gA

8F 2
π

cD

F 2
πΛχ

~σj · ~qj

~q 2
j + M2

π

(~τi · ~τj)(~σi · ~qj) , (2.2)

three-nucleon contact

Vcont =
1

2

∑

j 6=k

cE

F 4
πΛχ

(~τj · ~τk) . (2.3)

The expressions are operators with respect to spin and isospin, but matrix ele-

ments with respect to the momenta. Here, Fπ = 92.4 MeV is the weak decay con-

stant of the pion, Mπ the pion mass, gA = 1.26 the axial-vector coupling constant

and ~σ, ~τ the Pauli matrices for spin and isospin, respectively. The momentum

~qi ≡ ~p ′
i − ~pi is the momentum transfer of particle i. It is interesting that only two

new LECs, cD and cE, show up with the three-nucleon interaction that need to be

determined by experiment. The LECs c1, c3 and c4 are already present in the two-

body interaction and, therefore, fully constrained by the nucleon-nucleon system.

The N3LO contributions to the three-body force are presently worked out. This

seems to be a formidable task, since many new diagrams appear. In contrast, the

contributions to the four-body interaction at N3LO already have been worked out
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2 Chiral effective field theory (χEFT)

[12]. Both, the N3LO three-body contributions as well as the N3LO four-body con-

tributions, are parameter free, meaning that no additional LECs are needed.

We stress that the derivation of the operator structure of the diagrams is not the

last step towards their inclusion into nuclear structure calculations. Additionally,

one has to evaluate the matrix elements of the different contributions that then

enter the many-body calculations. For the N2LO three-body interaction P. Navrátil

worked out the matrix elements of operators (2.1), (2.2) and (2.3) in [4]. For that he

used the fact that the three-particle interaction can be written as

V
NNN = V

NNN
1 + V

NNN
2 + V

NNN
3 , (2.4)

where the individual parts are connected by permutations. For the evaluation of

the matrix elements he used totally antisymmetrized three-particle relative states

|EJTi〉. Thus, the matrix elements can be written as

〈EJTi|VNNN |EJTi〉 = 3 〈EJTi|VNNN
1 |EJTi〉 . (2.5)

We discuss the details on the states |EJTi〉 in section 3.4, since matrix elements

(2.5) will be the starting point of our investigations of three-particle interactions.

We obtain these matrix elements from Navrátil’s MANYEFF code [13]. He uses

the regulator function F (q2; Λ) = exp
(
− q4

Λ4

)
depending on the momentum transfer

~q with Λ = 500 MeV. Also for the N3LO two-body interaction a regulator depend-

ing on the momentum transfer is used. Additionally, the two LECs cD and cE have

to be fixed. The standard three-nucleon observable used for constraining these

parameters is the triton binding energy. As second constraint several choices have

been studied in the literature, e.g. the nd scattering length [11], or the 4He bind-

ing energy [5]. The most consistent way is to fix the parameters entirely in the

three-body system, since then no additional many-body contributions can influ-

ence their values. As outlined in [14] and references therein, the parameter cD also

appears in the electroweak meson exchange current. Therefore, it is possible to

determine its value from the triton β-decay halflife with help of fully converged

ab initio calculations. Firstly, one computes trajectories in the cD-cE parameter

space that reproduce the experimental 3H binding energy and takes then only the

region into account where the triton halflife is in agreement with experiment as

well. The results are illustrated in fig. 3. The dotted lines yield the constraints

10



Figure 3 – Trajectories in the cD-cE parameter space that reproduce 3H and 3He
experimental binding energies. Additionally, the dotted lines show the region
for which the experimental value of the Gamow-Teller matrix element, which is
related to the triton β-decay halflife, is reproduced better than ±0.54% [14].

−0.3 ≤ cD ≤ −0.1 and−0.220 ≤ cE ≤ −0.189. Therefore, the parameters we use are

cD = −0.2 (2.6)

cE = −0.205 . (2.7)

There is still work left in order to include the three-body force in our IT-NCSM

and Hartree-Fock codes, since we need matrix elements with respect to so-called

three-body m-scheme harmonic oscillator states

|abc〉a = |(nala, sa)jama, (nblb, sb)jbmb, (nclc, sc)jcmc, tamtatbmtbtcmtc〉a . (2.8)

Here, na, la are the single-particle harmonic oscillator radial and orbital angular

momentum quantum numbers respectively. The parenthesis indicate the cou-

pling of ~la with the spin ~sa to total angular momentum ~ja, with corresponding

projection quantum number ma. Moreover, the isospin and its projection quan-

tum number is denoted by ta and mta , respectively. The subscript a denotes that

the states are antisymmetrized. In many-body calculations we use A-particle m-

scheme states as basis of the A-particle Hilbert space. The advantages of this basis

are the simple way of antisymmetrizing the states and that A-particle matrix el-

ements can be reduced to three-particle m-scheme matrix elements using Slater

rules [15]. Therefore, we have to transform the matrix elements (2.5) into the ma-

trix elements with respect to states (2.8). As we need some basic mathematical

J. Langhammer 11



2 Chiral effective field theory (χEFT)

techniques to carry out this transformation, the next section will concentrate on

all necessary points.
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SECTION 3

Mathematical basics

In this section we discuss some mathematical basics that facilitate our investi-

gations in the following sections and that are essential for a complete understand-

ing of all details. Moreover, we introduce the notation used in the rest of this thesis.

In the first subsection we focus on angular momentum coupling. Next, we intro-

duce the so-called Jacobi coordinates in subsection 3.2 and study the harmonic

oscillator brackets in 3.3. In subsection 3.4, we use all previously discussed ele-

ments to formulate a special method to construct an antisymmetrized basis of the

three-particle Hilbert space.

3.1 Angular momentum coupling

As we will see in section 4, angular momentum (re-)coupling plays a crucial role

in the transformation from the Jacobi-coordinate basis into the m-scheme basis.

Therefore, we now briefly discuss different coupling scenarios and the correspond-

ing transformation coefficients. Firstly, we deal with coupling of two angular mo-

menta and the Clebsch-Gordan coefficients, next we investigate re-coupling in-

cluding three angular momenta via so-called 6j-symbols. Then we discuss four

momenta re-coupling with the corresponding 9j-symbols and finally we have a

look at 3nj-symbols. For more details, e.g. regarding symmetry relations, see [16].

3.1.1 Clebsch-Gordan coefficients

Clebsch-Gordan coefficients occur if we couple two angular momenta ~j1,~j2 to a

total angular momentum ~J . Assume we have the product state

|j1m1, j2m2〉 ≡ |j1m1〉 ⊗ |j2m2〉 (3.1)

J. Langhammer 13



3 Mathematical basics

with arbitrary angular momenta quantum numbers j1 and j2 and corresponding

magnetic quantum numbers m1, m2. We couple the two angular momenta by in-

serting an identity operator in the coupled basis representation

1 =
∑

j1,j2,J,M

|(j1, j2)JM〉〈(j1, j2)JM | (3.2)

with J as the coupled momentum and M its corresponding magnetic quantum

number. The parenthesis indicate that ~j1 couples with ~j2 to ~J . Using eq. (3.2) we

can relate the uncoupled states to the coupled ones via

|j1m1, j2m2〉 =
∑

j′
1
,j′

2
,J,M

|(j′1, j′2)JM〉〈(j′1, j′2)JM |j1m1, j2m2〉 (3.3)

=
∑

J,M

|(j1, j2)JM〉〈(j1, j2)JM |j1m1, j2m2〉 . (3.4)

The summations over j′1, j
′
2 vanish, as the state has to fulfill the eigenvalue equation

of the squared angular momentum operators~j2
1 ,

~j2
2 before and after insertion of the

identity operator. The expansion coefficients on the right hand side of eq. (3.3) are

called Clebsch-Gordan coefficients, which will be denoted in the following by

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)

≡ 〈(j1, j2)JM |j1m1, j2m2〉 , (3.5)

yielding

|j1m1, j2m2〉 =
∑

J,M

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)

|(j1, j2)JM〉 . (3.6)

Likewise, we can expand the coupled states in the uncoupled basis

|(j1, j2)JM〉 =
∑

m1,m2

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)

|j1m1, j2m2〉 . (3.7)

The Clebsch-Gordan coefficients can be chosen to be real numbers and they are

nonzero only if the triangular condition

|j1 − j2| ≤ J ≤ j1 + j2 (3.8)

as well as

m1 + m2 = M (3.9)

14



3.1 Angular momentum coupling

are fulfilled. Additionally, the following two orthogonality relations hold true which

will be useful later on:

∑

J,M

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)(

j1 j2

m′
1 m′

2

∣
∣
∣
∣
∣

J

M

)

= δm1,m′

1
δm2,m′

2
, (3.10)

∑

m1,m2

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J ′

M ′

)

= δJ,J ′δM,M ′ . (3.11)

There exist a number of symmetry relations for the Clebsch-Gordan coefficients,

e.g. exchanging the first two columns yields

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)

= (−1)J−j1−j2

(

j2 j1

m2 m1

∣
∣
∣
∣
∣

J

M

)

. (3.12)

At last, we note that the Clebsch-Gordan coefficients are proportional to Wigner’s

3j-symbols

(

j1 j2

m1 m2

∣
∣
∣
∣
∣

J

M

)

= (−1)j1−j2+M
√

2j3 + 1

(

j1 j2 J

m1 m2 −M

)

, (3.13)

with
(

j1 j2 J
m1 m2 −M

)
as Wigner’s 3j-symbol. Though these 3j-symbols will not show up

in any formula, they are used in our program when calculating Clebsch-Gordan

coefficients.

3.1.2 6j-symbols

The 6j-symbols are the transformation coefficients for the conversion amongst dif-

ferent coupling schemes of three angular momenta. Three different possible cou-

pling schemes exist:

1. |[(j1, j2)J12, j3]JM〉
~j1 couples with ~j2 to ~J12 and this “intermediate” angular momentum ~J12 itself

couples with ~j3 to ~J .

2. |[j1, (j2, j3)J23]JM〉
~j2 couples with ~j3 to ~J23, ~j1 with ~J23 to J .

3. |[(j1, j3)J13, j2]JM〉
~j1 couples with ~j3 to ~J13, ~J13 with ~j2 to ~J .

J. Langhammer 15
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To express a state of the first coupling scheme in terms of states of the second one

we again make use of an appropriate identity

|[(j1, j2)J12, j3]JM〉 =
∑

J23,J ′,M ′

|[j1, (j2, j3)J23]J
′M ′〉〈[j1, (j2, j3)J23]J

′M ′|[(j1, j2)J12, j3]JM〉.
(3.14)

The transformation coefficient is given by the relation

〈[j1, (j2, j3)J23]J
′M ′|[(j1, j2)J12, j3]JM〉

= δJ,J ′δM,M ′(−1)j1+j2+j3+J
√

(2J12 + 1)(2J23 + 1)

{

j1 j2 J12

j3 J J23

}

, (3.15)

which defines the Wigner 6j-symbol
{

j1 j2 J12

j3 J J23

}
.

The 6j-symbol itself can be expressed with help of sums over three Clebsch-Gordan

coefficients and thus are real numbers, too. They are nonzero only if the triangular

conditions

|j1 − j2| ≤ J12 ≤ j1 + j2, |J12 − j3| ≤ J ≤ J12 + j3,

|j2 − j3| ≤ J23 ≤ j3 + j3 and |J23 − j1| ≤ J ≤ J23 + j1

(3.16)

are fulfilled. Symmetry relations, orthogonality relations and formulas for the di-

rect calculation of the 6j-symbols can be found in [16].

In general, there are three possible types of transformation coefficients de-

pending on the states before and after the transformation. These three types are

given by:

• |[(j1, j2)J12, j3]JM〉 ←→ |[j1, (j2, j3)J23]JM〉
The corresponding coefficient is given in eq. (3.15).

• |[(j1, j2)J12, j3]JM〉 ←→ |[(j1, j3)J13, j2]JM〉
The coefficient is given by

〈[(j1, j2)J12, j3]J
′M ′|[(j1, j3)J13, j2]JM〉

= δJ,J ′δM,M ′(−1)j2+j3+J12+J13

√

(2J12 + 1)(2J13 + 1)

{

j2 j1 J12

j3 J J13

}

. (3.17)
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3.1 Angular momentum coupling

• |[j1, (j2, j3)J23]J
′M ′〉 ←→ |[(j1, j3)J13, j2]JM〉

The coefficient is given by

〈[j1, (j2, j3)J23]JM |[(j1, j3)J13, j2]JM〉

= δJ,J ′δM,M ′(−1)j1+J+J23

√

(2J23 + 1)(2J13 + 1)

{

j1 j3 J13

j2 J J23

}

. (3.18)

3.1.3 9j-symbols

The 9j-symbols are coefficients of unitary transformations between different cou-

pling schemes of four angular momenta. They can be expressed as sums of prod-

ucts of three 6j-symbols or as sums of products of six Clebsch-Gordan coefficients,

so they are also real numbers. Obviously there are many possibilities to couple four

angular momenta, resulting in many different transformation coefficients. We will

restrict ourselves to the cases that are relevant later on. The 9j-symbols will be

denoted by







a b c

d e f

g h j







. (3.19)

• |[(j1, j2)J12, (j3, j4)J34]JM〉 ←→ |[(j1, j3)J13, (j2, j4)J24]JM〉
The notation |[(j1, j2)J12, (j3, j4)J34]JM〉 again means that ~j1 couples with ~j2 to

the intermediate ~J12 and ~j3 with ~j4 to intermediate ~J34. Then, the intermediates

themselves couple to ~J . The transformation coefficient is given by

〈[(j1, j2)J12, (j3, j4)J34]J
′M ′|[(j1, j3)J13, (j2, j4)J24]JM〉

= δJ,J ′δM,M ′

√

(2J12 + 1)(2J13 + 1)(2J24 + 1)(2J34 + 1)







j1 j2 J12

j3 j4 J34

J13 J24 J







. (3.20)

• |[(j1, j2)J12, (j3, j4)J34]JM〉 ←→ |[(j1, j4)J14, (j2, j3)J23]JM〉
The transformation coefficient is given by

〈[(j1, j2)J12, (j3, j4)J34]J
′M ′|[(j1, j4)J14, (j2, j3)J23]JM〉 (3.21)

= δJ,J ′δM,M ′

√

(2J12 + 1)(2J14 + 1)(2J23 + 1)(2J34 + 1)(−1)j3+j4−J34







j1 j2 J12

j4 j3 J34

J14 J23 J







.
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• |[(j1, j3)J13, (j2, j4)J24]JM〉 ←→ |[(j1, j4)J14, (j2, j3)J23]JM〉
The transformation coefficient is given by

〈[(j1, j3)J13, (j2, j4)J24]J
′M ′|[(j1, j4)J14, (j2, j3)J23]JM〉

= δJ,J ′δM,M ′

√

(2J13 + 1)(2J14 + 1)(2J24 + 1)(2J23 + 1) (3.22)

× (−1)j3−j4−J23+J24







j1 j3 J13

j4 j2 J24

J14 J23 J







.

As usual many symmetry relations for the 9j-symbol exist, e.g. transposing all en-

tries does not affect its value







a b c

d e f

g h j







=







a d g

b e h

c f j







, (3.23)

exchanging rows or columns produces phase factors. For details, see [16].

Finally, the following triangular conditions have to be fulfilled for a nonzero value

of the 9j-symbols

|a− b| ≤ c ≤ a + b , |d− e| ≤ f ≤ d + e , |g − h| ≤ j ≤ g + h ,

|a− d| ≤ g ≤ a + d , |b− e| ≤ h ≤ b + e , |c− f | ≤ j ≤ c + f .
(3.24)

3.1.4 3nj-symbols

3nj-symbols are the generalization of 6j- and 9j-symbols, which are 3nj-symbols

for n = 2 and n = 3, respectively. 3nj-symbols of higher orders are proportional

to transformation coefficients needed for switching between different coupling

schemes of five and more angular momenta. They can be written as sums of prod-

ucts of 6j-symbols and are real numbers, too. For our investigations on three-

nucleon interactions we do not need 3nj-symbols for n > 3, but if four-nucleon

interactions would be considered someday they will come into play. For more de-

tails, see again [16].

3.2 Jacobi coordinates

In this section we give an introduction to Jacobi coordinates. We will use them

quite frequently, so it is crucial to have a look at their definition. In principle, Jacobi

coordinates are the generalization of the well-known two-body relative and center-

of-mass coordinates. Given two particles with mass m1 and m2 and coordinates ~r1

18



3.2 Jacobi coordinates

and ~r2, respectively, these are defined as

~R =
1

m1 + m2
(m1~r1 + m2~r2) (center-of-mass coordinate) , (3.25)

~r = ~r1 − ~r2 (relative coordinate) . (3.26)

Jacobi coordinates are a generalization for more particles in the way that they are

proportional to centers of mass of particle subclusters. Sometimes they are re-

ferred to as “relative coordinates for many-body systems”. We denote Jacobi coor-

dinates in this thesis with {~ξi}. One possible definition is given by

~ξ0 =

√

1

A
[~r1 + ~r2 + · · ·+ ~rA] , (3.27)

~ξ1 =

√

1

2
[~r1 − ~r2] , (3.28)

...

~ξA−2 =

√

A− 2

A− 1

[
1

A− 2
(~r1 + ~r2 + · · ·+ ~rA−2)− ~rA−1

]

, (3.29)

~ξA−1 =

√

A− 1

A

[
1

A− 1
(~r1 + ~r2 + · · ·+ ~rA−1)− ~rA

]

. (3.30)

Here we assumed A particles with same mass, as it will be the case in the atomic

nucleus later on, since we will work in the isospin formalism. We see from eq. (3.27)

that ~ξ0 is proportional to the center of mass of the A-particle system. The rest of

the coordinates always depend linearly on centers of mass of nucleon subclusters:

~ξi is proportional to the relative vector between the center of mass of the first i

particles and the position of the (i + 1)th particle. The benefit of this coordinate

system is that it allows to separate the center-of-mass motion of a system from the

intrinsic motion. Since the motion of the center of mass is often irrelevant, this

helps to simplify many problems. As the nuclear interaction does not effect the

center of mass of the system, we will use later on harmonic oscillator states based

on Jacobi coordinates. However, the set of Jacobi coordinates is not unique, but it

is the most convenient for our purposes. For other sets and their applications in

nuclear many-body calculations, see ref. [13]. For three-particle systems the equa-
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b

m1

b

m2

b

m3

~ξ0

~ξ1

~ξ2

b

m1

b
m2

b

m3

~r2

~r1

~r3

Figure 4 – Three-particle system described in Jacobi coordinates (left) and in
Cartesian coordinates (right).

tions (3.27)-(3.30) become

~ξ0 =

√

1

3
[~r1 + ~r2 + ~r3] , (3.31)

~ξ1 =

√

1

2
[~r1 − ~r2] , (3.32)

~ξ2 =

√

2

3

[
1

2
(~r1 + ~r2)− ~r3

]

. (3.33)

Their geometric illustration is given in fig. 3.2: ~ξ0 points to the center of mass of the

three-particle system, ~ξ1 is the relative vector between particles 1 and 2. Finally,

coordinate ~ξ2 describes the coordinate of the third particle relative to the center of

mass of particles 1 and 2. The same situation in Cartesian coordinates is shown on

the right hand side. Here, each particle is described by its own position vector. The

Jacobi momenta are defined analogously to the Jacobi coordinates. For a three-

particle system they are given by

~π0 =

√

1

3
[~p1 + ~p2 + ~p3] , (3.34)

~π1 =

√

1

2
[~p1 − ~p2] , (3.35)

~π2 =

√

2

3

[
1

2
(~p1 + ~p2)− ~p3

]

, (3.36)

with ~pi being the single-particle momentum.
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3.3 Harmonic oscillator brackets (HOBs)

A typical problem known from nuclear structure calculations with two-body in-

teractions is the transformation of harmonic oscillator matrix elements defined

in relative coordinates into harmonic oscillator matrix elements based on single

particle coordinates [17]. With states based on relative and center of mass coordi-

nates we mean that the corresponding harmonic oscillator Hamilton operator is

given by

H =
~π2

0

2M
+

1

2
MΩ2~ξ2

0 +
~π2

1

2µ
+

1

2
µΩ2~ξ2

1 (3.37)

and also the orbital angular momentum operators are given by ~Lcm = ~ξ0 × ~π0 and

~Lrel = ~ξ1 × ~π1. Here, ~ξ0,1 and ~π0,1 are the position and momentum operators in

Jacobi coordinates for the two-particle case respectively. In contrast, the Hamilton

operator

H =
~p2

1

2m1
+

1

2
m1ω

2~r2
1 +

~p2
2

2m2
+

1

2
m2ω

2~r2
2 (3.38)

corresponds to the eigenstates based on single-particle coordinates. Here, the or-

bital angular momentum operators are given by ~Li = ~ri × ~pi. To distinguish these

states we write the position, relevant for the orbital angular momentum quantum

number, in parenthesis next to it:

|n1l1(~r1), n2l2(~r2)〉 : state based on single-particle coordinates (3.39)

|NL(~ξ0), nl(~ξ1))〉 : state based on cm. and rel. coordinates . (3.40)

States (3.40) are suitable to calculate interaction matrix elements of two-body in-

teractions, since the center-of-mass part of the state is not affected by the inter-

action operator. The second advantage is that the operator of the relative orbital

momentum is included in the operator structure of the interaction and, therefore,

one can easily evaluate matrix elements using eigenstates of this operator. For

many-body calculations in the no-core shell model (NCSM) framework matrix el-

ements in states (3.39) are obligatory. So we need a technique to convert states

(3.40) into states (3.39), the so called Talmi-Moshinsky transformation [18, 19]. We

insert again the appropriate identity operator, while the resulting overlap is de-

fined as the harmonic oscillator bracket (HOB). In general, HOBs cannot only be

used to connect the well-known states given above, in fact they can connect states

corresponding to any orthogonal coordinate transformation of the single-particle

coordinates. We will use this property when we calculate matrix elements of the
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antisymmetrizer in the next subsection and also later in the transformation pre-

sented in section 4. There are two different definitions of HOBs, distinguished by

the order of the quantum numbers in the bra state. We first present the definition

that we use in subsections 3.3.1 and 3.3.2. After that, we introduce the alternative

definition in subsections 3.3.3 and 3.3.4. In subsection 3.3.5 we point out how to

relate the two definitions to each other.

3.3.1 Definition of harmonic oscillator brackets – our version

The definition of the harmonic oscillator brackets that we use is given by

|[n1l1, n2l2]Λλ〉 =
∑

NL,nl

〈(NL, nl)Λ|(n1l1, n2l2)Λ〉d |[NL, nl]Λλ〉 , (3.41)

=
∑

NL,nl

〈〈NL, nl; Λ|n1l1, n2l2〉〉d |[NL, nl]Λλ〉 , (3.42)

with 〈〈NL, nl; Λ|n1l1, n2l2〉〉d as the HOB, where d is a non-negative real number

[20]. The corresponding coordinate transformation matrix is given by the general

form of an orthogonal transformation

(
~R

~r

)

=





√
d

1+d

√
1

1+d
√

1
1+d

−
√

d
1+d





(

~r1

~r2

)

. (3.43)

For d = 1 this is a transformation from single-particle coordinates to relative and

center-of-mass coordinates. For other values of d we describe a general orthogo-

nal transformation. Although it might in general be a bit misleading, we refer to N

and L as the quantum numbers of the “center-of-mass” of the two particles, and to

n and l as the quantum numbers of their “relative” motion. Here N and n are the

radial quantum numbers of the harmonic oscillator. With the notation introduced

in section 3.2 we should write L(~R), l(~r) and accordingly l1(~r1) and l2(~r2) for the dif-

ferent angular momentum quantum numbers. For brevity we drop this notation

for the rest of this subsection. The quantum number Λ is the coupled orbital angu-

lar momentum of the two particles and λ the corresponding projection quantum

number. If we want to calculate the HOB explicitly, we insert an identity operator
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3.3 Harmonic oscillator brackets (HOBs)

in coordinate basis representation

〈〈NL, nl; Λ|n1l1, n2l2〉〉d
=

¨

d3
r1d3

r2〈(NL, nl)Λλ|~r1, ~r2〉〈~r1, ~r2|(n1l1, n2l2)Λλ〉

=

¨

d3
r1d3

r2〈(NL, nl)Λλ|~R,~r〉〈~r1, ~r2|(n1l1, n2l2)Λλ〉

=

¨

d3
r1d3

r2{φNL(~R)φnl(~r)}†Λλ{φn1l1(~r1)φn2l2(~r2)}Λλ

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2{φNL(~R)φnl(~r)}†Λλ{φn1l1(~r1)φn2l2(~r2)}Λλ , (3.44)

where we introduced the coordinate space harmonic oscillator wave functions φ.

The curly brackets indicate the angular momentum coupling. The sum over λ in

the last line follows from the fact that the HOBs are independent of the projec-

tion quantum number λ. Furthermore, HOBs are nonzero only if the energy of the

harmonic oscillator states in the bra and ket is equal, i.e.

〈〈NL, nl; Λ|n1l1, n2l2〉〉d ≡ δ2N+L+2n+l,2n1+l1+2n2+l2 〈〈NL, nl; Λ|n1l1, n2l2〉〉d . (3.45)

This is a very helpful relation, because it implies that the summations in eq. (3.41)

are finite. This is a special property of harmonic oscillator eigenstates. It also im-

plies the useful relation

(−1)l1+l2 = (−1)L+l . (3.46)

Moreover, HOBs are real numbers, i.e.

〈〈NL, nl; Λ|n1l1, n2l2〉〉d = 〈〈n1l1, n2l2; Λ|NL, nl〉〉d (3.47)

holds.

3.3.2 Symmetry relations

Now we derive a number of useful symmetry relations of HOBs. Let us start with

the definition of a HOB in coordinate representation

〈〈n1l1, n2l2; Λ|NL, nl〉〉d
=

1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n1l1, n2l2)Λλ|~r1, ~r2〉〈~R,~r|(NL, nl)Λλ〉 . (3.48)
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Now we make use of the fact that the same transformation matrix combines the

coordinates in the following way

(

−~r

~R

)

=





√
d

1+d

√
1

1+d
√

1
1+d

−
√

d
1+d





(

~r2

−~r1

)

. (3.49)

Note that ~R =
√

d
1+d

~r1 +
√

1
1+d

~r2 and ~r =
√

1
1+d

~r1 −
√

d
1+d

~r2 still are given as in

eq. (3.43). This must always be fulfilled for all symmetry relations we derive in the

following. Furthermore, we know the following relations

〈(n1l1, n2l2)Λλ|~r1, ~r2〉 = (−1)l1(−1)l1+l2−Λ〈(n2l2, n1l1)Λλ|~r2,−~r1〉 , (3.50)

〈(EL, el)Λλ|~R,~r〉 = (−1)l(−1)l+L−Λ〈(el, EL)Λλ| − ~r, ~R〉 . (3.51)

The first phase factor with one orbital angular momentum in the exponent cor-

responds to the behavior of the harmonic oscillator wave functions under parity

transformation. The second one, with three orbital angular momenta in the expo-

nent, is exactly the one we know from eq. (3.12) and shows up because we reversed

the coupling order of the angular momenta. Using these relations we can rewrite

eq. (3.48) as

〈〈n1l1, n2l2; Λ|NL, nl〉〉d
=

1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2,−~r1〉〈−~r, ~R|(nl, NL)Λλ〉(−1)l2+L

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2,−~r1〉〈~r2,−~r1|(nl, NL)Λλ〉(−1)l2+L

= (−1)l2+L〈〈n2l2, n1l1; Λ|nl, NL〉〉d , (3.52)

where we used the identity

1 =

¨

d3
r1d3

r2|~r2,−~r1〉〈~r2,−~r1| . (3.53)

To simplify the phase factor we used the fact that orbital angular momenta are

integer and so (−1)2l ≡ 1.

For the next symmetry relation we use that the transformation

(
~R

−~r

)

=





√
1

1+d

√
d

1+d
√

d
1+d

−
√

1
1+d





(

~r2

~r1

)

(3.54)

connects the coordinates in the correct way, where we also changed d → 1
d

in the
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matrix. Moreover, we can use the relations

〈nl|~r〉 = (−1)l〈nl| − ~r〉 , (3.55)

〈(n1l1, n2l2)Λλ|~r1, ~r2〉 = (−1)l1+l2−Λ〈(n2l2, n1l1)Λλ|~r2, ~r1〉 , (3.56)

and rewrite eq. (3.48) as

〈〈n1l1, n2l2; Λ|NL, nl〉〉d
=

1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2, ~r1〉〈~R,−~r|(NL, nl)Λλ〉(−1)l+l1+l2−Λ

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2, ~r1〉〈~r2, ~r1|(NL, nl)Λλ〉(−1)l+l1+l2−Λ

= (−1)L−Λ〈〈n2l2, n1l1; Λ|NL, nl〉〉 1
d
. (3.57)

Here we take advantage of eq. (3.46) to simplify the phase factor.

For the last symmetry relation we use the transformation matrix

(

~r

~R

)

=





√
1

1+d

√
d

1+d
√

d
1+d

−
√

1
1+d





(

~r1

−~r2

)

, (3.58)

again with d→ 1
d

, and the relations

〈n2l2|~r2〉 = (−1)l2〈n2l2| − ~r2〉 , (3.59)

〈(EL, el)Λλ|~R,~r〉 = (−1)l+L−Λ〈(el, EL)Λλ|~r, ~R〉 . (3.60)

So we can again rewrite eq. (3.48)

〈〈n1l1, n2l2; Λ|NL, nl〉〉d
=

1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n1l1, n2l2)Λλ|~r1,−~r2〉〈~r, ~R|(nl, NL)Λλ〉(−1)l2+l+L−Λ

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n1l1, n2l2)Λλ|~r1,−~r2〉〈~r1,−~r2|(nl, NL)Λλ〉(−1)l2+l+L−Λ

= (−1)2l2+l1−Λ〈〈n1l1, n2l2; Λ|nl, NL〉〉 1
d

= (−1)l1−Λ〈〈n1l1, n2l2; Λ|nl, NL〉〉 1
d
. (3.61)

Altogether, we have three symmetry relations and the fact that the harmonic oscil-
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lator brackets are real. This can be summarized to:

〈〈n1l1, n2l2; Λ|NL, nl〉〉d
= 〈〈NL, nl; Λ|n1l1, n2l2〉〉d
= (−1)l2+L〈〈n2l2, n1l1; Λ|nl, NL〉〉d
= (−1)L−Λ〈〈n2l2, n1l1; Λ|NL, nl〉〉 1

d

= (−1)l1−Λ〈〈n1l1, n2l2; Λ|nl, NL〉〉 1
d
.

(3.62)

3.3.3 Definition of harmonic oscillator brackets – alternative version

An alternative definition of the HOBs is given by

|(n1l1, n2l2)Λλ〉 =
∑

NL,nl

〈〈nl, NL; Λ|n1l1, n2l2〉〉alt
d |(nl, NL)Λλ〉 (3.63)

with 〈〈nl, NL; Λ|n1l1, n2l2〉〉alt
d as HOB, the superscript alt denotes that it is the alter-

native definition [21, 22]. Note the reversed order of the relative and center-of-

mass quantum numbers in the bra. Additionally, the corresponding transforma-

tion matrix is now given by

(
~R

~r

)

=





√
1

1+d

√
d

1+d
√

d
1+d

−
√

1
1+d





(

~r1

~r2

)

. (3.64)

The calculation of this HOB is equivalent to the calculation above in eq. (3.44):

〈〈nl, NL; Λ|n1l1, n2l2〉〉alt
d

=

¨

d3
r1d3

r2〈(nl, NL)Λλ|~r1, ~r2〉〈~r1, ~r2|(n1l1, n2l2)Λλ〉

=

¨

d3
r1d3

r2〈(nl, NL)Λλ|~r, ~R〉〈~r1, ~r2|(n1l1, n2l2)Λλ〉

=

¨

d3
r1d3

r2

{
φnl(~r)φNL(~R)

}†

Λλ

{
φn1l1(~r1)φn2l2(~r2)

}

Λλ

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2

{
φnl(~r)φNL(~R)

}†

Λλ

{
φn1l1(~r1)φn2l2(~r2)

}

Λλ
. (3.65)

3.3.4 Symmetry relations of the alternative HOBs

In the following we derive the symmetry relations for the alternative definition of

HOBs from eq. (3.63). The steps are very similar to those in section 3.3.2. First we
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write down the definition

〈〈n1l1, n2l2; Λ|nl, NL〉〉alt

d

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n1l1, n2l2)Λλ|~r1, ~r2〉〈~r, ~R|(nl, NL)Λλ〉 . (3.66)

Now we see that the following transformation with the same transformation matrix

as in eq. (3.64) also connects the coordinates in the correct way

(

−~r

~R

)

=





√
1

1+d

√
d

1+d
√

d
1+d

−
√

1
1+d





(

~r2

−~r1

)

, (3.67)

meaning that ~r =
√

d
1+d

~r1−
√

1
1+d

~r2 and ~R =
√

1
1+d

~r1 +
√

d
1+d

~r2 hold true. Addition-

ally, we use the relations

〈(el, EL)Λλ|~r, ~R〉 = (−1)l(−1)L+l−Λ〈(EL, el)Λλ|~R,−~r〉 , (3.68)

〈(n1l1, n2l2)Λλ|~r1, ~r2〉 = (−1)l1(−1)l1+l2−Λ〈(n2l2, n1l1)Λλ|~r2,−~r1〉 , (3.69)

and rewrite eq. (3.66) as

〈〈n1l1, n2l2; Λ|nl, NL〉〉alt

d

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2,−~r1〉〈~R,−~r|(NL, nl)Λλ〉(−1)l1+l

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2,−~r1〉〈~r2,−~r1|(NL, nl)Λλ〉(−1)l1+l

= (−1)l1+l〈〈n2l2, n1l1; Λ|NL, nl〉〉alt

d . (3.70)

Here we used eq. (3.46) that is also valid for the alternative HOB definition. For the

next symmetry relation we investigate the following transformation matrix with

the substitution d→ 1
d

(
~R

−~r

)

=





√
d

1+d

√
1

1+d
√

1
1+d

−
√

d
1+d





(

~r2

~r1

)

, (3.71)

and we use the relations

〈nl|~r〉 = (−1)l〈nl| − ~r〉 (3.72)

〈(n1l1, n2l2)Λλ|~r1, ~r2〉 = (−1)l1+l2−Λ〈(n2l2, n1l1)Λλ|~r2, ~r1〉 . (3.73)
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We can then rewrite eq. (3.66) into

〈〈n1l1, n2l2; Λ|nl, NL〉〉alt

d

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2, ~r1〉〈−~r, ~R|(nl, NL)Λλ〉(−1)l1+l2−Λ(−1)l

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n2l2, n1l1)Λλ|~r2, ~r1〉〈~r2, ~r1|(nl, NL)Λλ〉(−1)l1+l2−Λ(−1)l

= (−1)2l+L−Λ〈〈n2l2, n1l1; Λ|nl, NL〉〉alt
1

d

= (−1)L−Λ〈〈n2l2, n1l1; Λ|nl, NL〉〉alt
1

d

(3.74)

Finally, for the last symmetry relation we use the transformation matrix

(

~r

~R

)

=





√
d

1+d

√
1

1+d
√

1
1+d

−
√

d
1+d





(

~r1

−~r2

)

, (3.75)

where also d→ 1
d

has been used. The relations we need here are given by

〈(nl, NL)Λλ|~r, ~R〉 = (−1)L+l−Λ〈(NL, nl)Λλ|~R,~r〉 (3.76)

〈n2l2|~r2〉 = (−1)l2〈n2l2| − ~r2〉 , (3.77)

and we rewrite eq. (3.66) as

〈〈n1l1, e2l2; Λ|nl, NL〉〉alt

d

=
1

2Λ + 1

∑

λ

¨

d3
r1d3

r2〈(n1l1, n2l2)Λλ|~r1,−~r2〉〈~R,~r|(NL, nl)Λλ〉(−1)L+l−Λ+l2

= (−1)2l2+l1−Λ〈〈n1l1, n2l2; Λ|NL, nl〉〉alt
1

d

= (−1)l1−Λ〈〈n1l1, n2l2; Λ|NL, nl〉〉alt
1

d

. (3.78)

So we derived the analogous relations as in section 3.3.2. The alternative HOBs are

real as well, so we have the following summarized relations

〈〈n1l1, n2l2; Λ|nl, NL〉〉alt

d

= 〈〈nl, NL; Λ|n1l1, n2l2〉〉alt

d

= (−1)l1+l〈〈n2l2, n1l1; Λ|NL, nl〉〉alt

d

= (−1)L−Λ〈〈n2l2, n1l1; Λ|nl, NL〉〉alt
1

d

= (−1)l1−Λ〈〈n1l1, n2l2; Λ|NL, nl〉〉alt
1

d

.

(3.79)

These and more symmetry relations can be found in [22].
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3.3.5 Connection between our and the alternative definition of the HOB

After we derived the symmetry relations for the two conventions of the HOBs in

section 3.3.2 and 3.3.4 respectively, we want to construct the connection between

the two definitions. We remark two differences between the two definitions

• Coupling order: (l L)↔ (L l) which will lead to a phase factor.

• Transformation matrix: Replace d→ 1
d

in matrix (3.64) compared to (3.43).

Because the left-hand sides of eqs. (3.42) and (3.63) are equal we can derive a rela-

tion between the two definitions. If we change the coupling order in the alternative

definition we find

|(n1l1, n2l2)Λλ〉 (3.42)
=

∑

NL,nl

〈〈NL, nl; Λ|n1l1, n2l2〉〉 1
d
|(NL, nl)Λλ〉 , (3.80)

(3.63)
=

∑

NL,nl

〈〈nl, NL; Λ|n1l1, n2l2〉〉alt

d |(nl, NL)Λλ〉 (3.81)

=
∑

NL,nl

〈〈nl, NL; Λ|n1l1, n2l2〉〉alt

d (−1)l+L−Λ|(NL, nl)Λλ〉 . (3.82)

If we now match coefficients of (3.80) and (3.81) we find

〈〈NL, nl; Λ|n1l1, n2l2〉〉 1
d

= (−1)l+L−Λ〈〈nl, NL; Λ|n1l1, n2l2〉〉alt

d . (3.83)

Now we are able to switch between our definition and the alternative definition of

the HOBs. This is useful when we compare our derived formulas against results

published using the alternative definitions.
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3.3.6 Explicit formula for calculation of the HOBs

Finally, we present the explicit formula for the harmonic oscillator brackets that

conforms with our definition [20]

〈〈NL, nl; Λ|n1l1, n2l2〉〉d
= i−(l1+l2+L+l) 2−(l1+l2+L+l)/4

×
√

n1!n2!N !n![2(n1 + l1) + 1]!![2(n2 + l2) + 1]!![2(N + L) + 1]!![2(n + l) + 1]!!

×
∑

abcdlalblcld

(−1)la+lb+lc2(la+lb+lc+ld)/2d(2a+la+2d+ld)/2(1 + d)−(2a+la+2b+lb+2c+lc+2d+ld)/2

× [(2la + 1)(2lb + 1)(2lc + 1)(2ld + 1)]

a!b!c!d![2(a + la) + 1]!![2(b + lb) + 1]!![2(c + lc) + 1]!![2(d + ld) + 1]!!

×







la lb l1

lc ld l2

L l Λ







(

la lc

0 0

∣
∣
∣
∣
∣

L

0

)(

lb ld

0 0

∣
∣
∣
∣
∣

l

0

)(

la lb

0 0

∣
∣
∣
∣
∣

l1

0

)(

lc ld

0 0

∣
∣
∣
∣
∣

l2

0

)

. (3.84)

Because of its symmetric appearance we can rewrite it in the form

〈〈NL, nl; Λ|n1l1, n2l2〉〉d

= d(e1−e)/2(1 + d)−(e1+e2)/2
∑

ealaeblbeclcedld

(−d)ed







la lb l1

lc ld l2

L l Λ







×G(e1l1; eala, eblb) G(e2l2; eclc, edld) G(EL; eala, eclc) G(el; eblb, edld) , (3.85)

which is more convenient for implementation. Here we used E = 2N+L, e = 2n+l,

e1 = 2n1 + l1 and e2 = 2n2 + l2. Moreover, the G-coefficients are given by

G(e1l1; eala, eblb) =
√

(2la + 1)(2lb + 1)

(

la lb

0 0

∣
∣
∣
∣
∣

l1

0

)

×
[(

e1 − l1

ea − la; eb − lb

)(

e1 + l1 + 1

ea + la + 1; eb + lb + 1

)]1/2

, (3.86)

with trinomial coefficients

(

x

y; z

)

≡ (x)!!

(y)!! (z)!!
. (3.87)
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3.4 Antisymmetrizer in basis representation

In this section we present a technique to derive a translationally invariant three-

nucleon basis that is antisymmetrized with respect to particle exchange. More-

over, we derive an explicit form for the projector on the antisymmetric part of the

Hilbert space. We will need this technique in section 4 to guarantee the antisym-

metrization of the bra and ket states of the three-nucleon interaction matrix ele-

ments.

The typical approach when one is interested in antisymmetrizing a given state,

is to project this state onto the antisymmetric subspace of the Hilbert space using

the antisymmetrizerA:

|abc〉 projection−−−−−→
√

3!A|abc〉 = |abc〉a , (3.88)

where |abc〉 denotes an arbitrary three-particle state and A = 1
A!

∑

P sgn(P)P the

antisymmetrizer, including the permutation operator P. The subscript a on the

right hand side of eq. (3.88) indicates that the state is antisymmetrized. Typically,

the permutation is explicitly performed, ending up with

|abc〉a =
1√
3!

(|abc〉 + |cab〉+ |bca〉 − |bac〉 − |cba〉 − |acb〉) . (3.89)

We will now discuss an alternative and in some sense more elegant way to access

an antisymmetrized three-body basis. Therefore, we calculate the matrix elements

of the antisymmetrizer in the basis

|α〉 = |[(n12l12(~ξ1), sab)j12, (n3l3(~ξ2), sc)j3]JMJ , (tabtc)TMT 〉 . (3.90)

The quantum numbers n12, l12, n3 and l3 denote harmonic oscillator quantum num-

bers with respect to Jacobi coordinates ~ξ1 and ~ξ2 as described in section 3.2. For

brevity we omit the explicit reminder on Jacobi coordinates by showing the depen-

dencies on ~ξ1, ~ξ2 in the following. If necessary we will come back to this notation.

Moreover, j12, sab and tab are angular momentum, spin and isospin quantum num-

bers corresponding to nucleons 1 and 2. Here, sab is the quantum number of the

coupled spins of the first nucleon ~sa and the second nucleon ~sb and analogously

for the isospin tab quantum number. The quantum number l3 is the orbital angu-

lar momentum of the third nucleon with respect to the center of mass of nucleons

1 and 2. The spin, isospin and angular momentum of particle 3 is given by ~sc, ~tc

and ~j3 respectively. Finally, J and T are the total angular momentum and isospin

quantum numbers of the states, respectively. We will refer to the states |α〉 as Jacobi
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states.

In addition, the states |α〉 are antisymmetrized with respect to particle exchange

1↔ 2 only. This is assured by taking only states that obey (−1)l12+sab+tab = −1. It is

not antisymmetrized for particle exchange 1↔ 3 or 2↔ 3.

Once the matrix representation ofA is known, we can solve its eigenvalue prob-

lem to get access to the fully antisymmetrized states |EJTi〉 which are eigenstates

of the antisymmetrizer A. Because AA = A holds true due to the projection

property of A, we will find two eigenspaces. One corresponding to eigenvalue 1,

spanned by the fully antisymmetrized states, and one corresponding to eigenvalue

0, made up of spurious states that we are not interested in. At the end we have the

antisymmetric three-particle eigenstates |EJTi〉 as expansion in the basis states

|α〉

|EJTi〉 =
∑

α

〈α|EJTi〉|α〉 =
∑

α

cα,i|α〉 . (3.91)

The expansion coefficients cα,i are called coefficients of fractional parentage (CFPs).

The quantum number

E = 2n12 + l12 + 2n3 + l3 (3.92)

corresponds to the total harmonic oscillator energy of the three-nucleon state. The

i is no physical quantum number, it just labels states with same E, J and T in an

arbitrary ordering.

Having the fully antisymmetrized three-particle relative states |EJTi〉 we can

explicitly construct a projector on the antisymmetric relative Hilbert space by us-

ing the dyadic product

Arel =
∑

E,J,MJ

∑

T,MT

∑

i

|EJMJTMT i〉〈EJMJTMT i| . (3.93)

We can extend this to an antisymmetrizer of the complete Hilbert space simply by

multiplying with a dyadic product of center-of-mass states

A =
∑

ncm,lcm
mcm

|ncmlcmmcm〉〈ncmlcmmcm| ⊗
∑

E,J,MJ

∑

T,MT

∑

i

|EJMJTMT i〉〈EJMJTMT i|

≡
∑

ncm,lcm
mcm

∑

E,J,MJ

∑

T,MT

∑

i

|ncmlcmmcm〉 ⊗ |EJMJTMT i〉〈ncmlcmmcm| ⊗ 〈EJMJTMT i| ,
(3.94)

since the center-of-mass states are invariant with respect to particle permutations.

After explaining the basic idea of the antisymmetrization procedure, we now
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derive the matrix representation of A in detail. We start with writing the antisym-

metrizer for a three-particle system in terms of transposition operators simply by

rewriting the permutation operators

A =
1

6
(P123 + P312 + P231 − P321 − P132 − P213) (3.95)

=
1

6
(1 + T23T12 + T13T12 − T13 − T23 − T12) , (3.96)

where we used P123 = 1. Next we use T13 = T12T23T12 as well as T12 = −1, since we

work with states (3.90) that are antisymmetric for particle exchange 1 ↔ 2. This

yields

A =
1

6
(2− 2T23 − T12T23T12 − T12T23T12) (3.97)

=
1

6
(2− 4T23) (3.98)

=
1

3
(1− 2T23) . (3.99)

If we now calculate matrix elements of the antisymmetrizer in the states |α〉 only

the matrix elements of the transposition operator T23 need further attention.

For calculating matrix elements of T23, it is convenient to cast states (3.90) into

the form

|(n12l12, n3l3)LML〉 ⊗ |(sab, sc)SMS〉 ⊗ |(tab, tc)TMT 〉 . (3.100)

This has the advantage that we can investigate the action of the transposition op-

erator on the spatial, spin and isospin part of the state separately. Furthermore, we

will have to employ a HOB which means that the orbital angular momenta have to

be coupled anyway. The transformation of states (3.90) into states (3.100) needs

two subsequent steps: First we have a recoupling of four angular momenta

|[(n12l12, sab)j12, (n3l3, sc)j3]J〉 −→ |[(n12l12, n3l3)L, (sab, sc)S]J〉 , (3.101)

which will introduce a 9j-symbol according to eq. (3.20). Second we have to break
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up the (LS)-coupling using a Clebsch-Gordan coefficient. We arrive at

|[(n12l12, sab)j12, (n3l3, sc)j3]JMJ , (tabtc)TMT 〉

=
∑

L,ML

∑

S,MS

ĵ12ĵ3L̂Ŝ







l12 sab j12

l3 sc j3

L S J







(

L S

ML MS

∣
∣
∣
∣
∣

J

MJ

)

(3.102)

× |(n12l12, n3l3)LML, (sab, sc)SMS, (tabtc)TMT 〉 .

The matrix element of T23 then reads

〈[(n′
12l

′
12, s

′
ab)j

′
12, (n

′
3l

′
3, sc)j

′
3]J

′M ′
J , (t′abtc)T

′M ′
T |

× T23|[(n12l12, sab)j12, (n3l3, sc)j3]JMJ , (tabtc)TMT 〉
=
∑

L′,S′

∑

M ′

L
,M ′

S

∑

L,S

∑

ML,MS

ĵ′12ĵ
′
3L̂

′Ŝ ′ĵ12ĵ3L̂Ŝ

×







l12 sab j12

l3 sc j3

L S J













l′12 s′ab j′12

l′3 sc j′3

L′ S ′ J ′







(

L S

ML MS

∣
∣
∣
∣
∣

J

MJ

)(

L′ S ′

M ′
L M ′

S

∣
∣
∣
∣
∣

J ′

M ′
J

)

× 〈(n′
12l

′
12, n

′
3l

′
3)L

′M ′
L|T23|(n12l12, n3l3)LML〉

× 〈(s′ab, sc)S
′M ′

S|T23|(sab, sc)SMS〉 〈(t′ab, tc)T
′M ′

T |T23|(tab, tc)TMT 〉 . (3.103)

We note that the structure of the spin and isospin matrix element is identical, so it

is sufficient to work out one of them. We investigate the isospin matrix element

〈(t′ab, tc)T
′M ′

T |T23|(tab, tc)TMT 〉 , (3.104)

by considering the action of the transposition operator on the ket

T23|(tab, tc)TMT 〉

=
∑

mtamtb
mtc

(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

T23|tamta , tbmtb , tcmtc〉 (3.105)

=
∑

mtamtb
mtc

(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

|tamta , tcmtc , tbmtb〉 . (3.106)

Now particle 3 is in the state |tbmtb〉 and couples its isospin with particle 1 to the

same quantum number tab as before. This is the same situation as if we rewrite the

formula with exchanged quantum numbers tb ↔ tc

T23|[(ta, tb)tab, tc]TMT 〉 = |[(ta, tc)tab, tb]TMT 〉 . (3.107)
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3.4 Antisymmetrizer in basis representation

Thus the isospin matrix element is given by

〈[(ta, tb)tab, tc]TMT |[(ta, tc)t′ab, tc]T
′M ′

T 〉 = δT,T ′ δMT ,M ′

T
t̂′abt̂ab(−1)1+t′

ab
+tab

{

ta tb t′ab

tc T tab

}

,

(3.108)

where we introduced a 6j-symbol, since we have a recoupling of three isospins as

in (3.17).

Analogously, we can construct the spin matrix element

〈(s′ab, s
′
c)S

′M ′
S|T23|(sab, sc)SMS〉 = δS,S′ δMS ,M ′

S
ŝ′abŝab(−1)1+s′

ab
+sab

{

sa sb s′ab

sc T sab

}

. (3.109)

Finally, we have to calculate the spatial matrix element

〈(n′
12l

′
12, n

′
3l

′
3)L

′M ′
L|T23|(n12l12, n3l3)LML〉 . (3.110)

Again we investigate the action of T23 on the ket

T23|(n12l12, n3l3)LML〉 . (3.111)

If particles 2 and 3 are exchanged, the operator definitions that correspond to the

quantum numbers l12(~ξ1) and l3(~ξ2) change. In other words, the Jacobi coordi-

nate definitions are different because the single-particle coordinates 2 and 3 are

exchanged. The new coordinates read

~ξ′1 =

√

1

2
[~ra − ~rc] , (3.112)

~ξ′2 =

√

2

3

[
1

2
(~ra + ~rc)− ~rb

]

. (3.113)

We connect the primed coordinates with the original ones by an orthogonal trans-

formation with parameter d = 1
3

. Using eq. (3.43) we have

(
~ξ′1
~ξ′2

)

=





√
1
4

√
3
4

√
3
4
−
√

1
4





(
~ξ1

~ξ2

)

. (3.114)

with the unprimed coordinates defined in eq. (3.31). Therefore, we can expand

the states depending on the primed coordinates {~ξ′1, ~ξ′2} in states depending on
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3 Mathematical basics

the original Jacobi coordinates by using a HOB

|(n12l12(~ξ
′
1), n3l3(~ξ

′
2))LML〉

=
∑

ñ12 l̃12

∑

ñ3 l̃3

〈〈ñ12l̃12, ñ3 l̃3; L|n12l12, n3l3〉〉 1
3

(3.115)

×δ2ñ12+l̃12+2ñ3+l̃3,2n12+l12+2n3+l3
|(ñ12l̃12(~ξ1), ñ3l̃3(~ξ2))LML〉 .

The spatial matrix element of the transposition operator follows as

〈(n′
12l

′
12, n

′
3l

′
3)L

′M ′
L|T23|(n12l12, n3l3)LML〉

= δL′,L δM ′

L
,ML

δ2n′

12
+l′

12
+2n′

3
+l′

3
,2n12+l12+2n3+l3 〈〈n′

12l
′
12, n

′
3l

′
3; L|n12l12, n3l3〉〉 1

3

(3.116)

Combining the results in eq. (3.108), (3.109) and (3.116) leads to the total matrix

element of the transposition operator

〈[(n′
12l

′
12, s

′
ab)j

′
12, (n

′
3l

′
3, sc)j

′
3]J

′M ′
J , (t′abtc)T

′M ′
T |

× T23|[(n12l12, sab)j12, (n3l3, sc)j3]JMJ , (tabtc)TMT 〉
=
∑

L′,S′

∑

M ′

L
,M ′

S

∑

L,S

∑

ML,MS

ĵ′12ĵ
′
3L̂

′Ŝ ′ĵ12ĵ3L̂Ŝŝ′abŝabt̂′abt̂ab

×







l12 sab j12

l3 sc j3

L S J













l′12 s′ab j′12

l′3 sc j′3

L′ S ′ J ′







(

L S

ML MS

∣
∣
∣
∣
∣

J

MJ

)(

L′ S ′

M ′
L M ′

S

∣
∣
∣
∣
∣

J ′

M ′
J

)

× (−1)1+t′
ab

+tab(−1)1+s′
ab

+sab

{

ta tb t′ab

tc T tab

}{

sa sb s′ab

sc S sab

}

× δT,T ′ δMT ,M ′

T
δS,S′ δMS ,M ′

S
δL′,L δM ′

L
,ML

× δ2n12+′l′
12

+2n′

3
+l′

3
,2n12+l12+2n3+l3 〈〈n′

12l
′
12, n

′
3l

′
3; L|n12l12, n3l3〉〉 1

3

. (3.117)

Now we can eliminate the summations over L′, M ′
L, S ′, M ′

S using the Kronecker

deltas and the orthogonality relation

∑

ML,MS

(

L S

ML MS

∣
∣
∣
∣
∣

J ′

M ′
J

)(

L S

ML MS

∣
∣
∣
∣
∣

J

MJ

)

= δJ ′,J δM ′

J
,MJ

(3.118)

36



3.4 Antisymmetrizer in basis representation

to arrive at the final result

〈[(n′
12l

′
12, s

′
ab)j

′
12, (n

′
3l

′
3, sc)j

′
3]J

′M ′
J , (t′abtc)T

′M ′
T |

× T23|[(n12l12, sab)j12, (n3l3, sc)j3]JMJ , (tabtc)TMT 〉
= δT,T ′ δMT ,M ′

T
δJ ′,J δM ′

J
,MJ

δ2n12+′l′
12

+2n′

3
+l′

3
,2n12+l12+2n3+l3

×
∑

L,S

L̂2 Ŝ2 ĵ′12 ĵ′3 ĵ12 ĵ3ŝ
′
ab ŝab t̂′ab t̂ab

×







l12 sab j12

l3 sc j3

L S J













l′12 s′ab j′12

l′3 sc j′3

L′ S ′ J ′







(−1)1+t′
ab

+tab(−1)1+s′
ab

+sab

{

ta tb t′ab

tc T tab

}{

sa sb s′ab

sc S sab

}

× 〈〈n′
12l

′
12, n

′
3l

′
3; L|n12l12, n3l3〉〉 1

3

. (3.119)

As we can see, the matrix elements of T23 are diagonal in the projection quantum

numbers MJ , MT and furthermore do not depend on them at all. Therefore, it is

sufficient to use the states |[(n12l12, sab)j12, (n3l3, sc)j3]J, (tabtc)T 〉without projection

quantum numbers MJ , MT for the basis representation. This reduces the number

of matrix elements significantly. Furthermore, it helps in practical computations,

especially when the interaction matrix elements do not depend on the projection

quantum numbers either, as it will be the case for the transformation in section 4.

In addition, we recognize that the antisymmetrizer is diagonal in the quantum

numbers T, J and E = 2n12 + l12 + 2n3 + l3

〈α′|A|α〉 =















TJE

TJE ′

. . .















. (3.120)

This allows to solve the eigenvalue problem as well as the calculation of the trace

for each block separately, which reduces the computational effort. As mentioned

above, the physical states must have eigenvalue 1. Since there will be many phys-

ical states even in one TJE-block, the eigenspace is degenerate. Therefore, we

introduce an additional “quantum number” i that labels the different degenerate

states that correspond to a given TJE-block. The value of i is then determined by

the eigenvalue solver we use. One crucial detail is that the ordering of the eigen-

states as well as the eigenstates |EJTi〉 themselves are not unique since any or-
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3 Mathematical basics

thogonal transformation of the degenerate eigenstates will build an eigenbasis,

too. Only the total number of eigenstates |EJTi〉 which is given by the trace of the

antisymmetrizer stays the same. Consequently, different numerical eigenvalue-

problem solvers will produce different orderings and different eigenstates of the

totally antisymmetrized basis states. Once we fixed these eigenstates and their or-

dering in our calculations, we have to stick to it for the rest of the calculation.
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SECTION 4

Three-body Jacobi matrix element

transformation into the m-scheme

As already mentioned at the end of section 2, the starting point of our investi-

gation of the N2LO three-nucleon interaction are matrix elements with respect to

antisymmetrized three-particle Jacobi states |EJMJTMT i〉. Since m-scheme ma-

trix elements are needed in our many-body calculations, we have to transform the

given matrix elements into the m-scheme .

To investigate the transformation, we assume a charge invariant and rotational

invariant interaction, meaning that the interaction does not depend on the MT or

MJ quantum numbers. Moreover, the interaction does not change the total rel-

ative angular momentum ~J and the total isospin ~T of the three nucleons. This

summarizes to

〈EJMJTMT i|VNNN |E ′J ′M ′
JT ′M ′

T i′〉
= 〈EJTi|VNNN |E ′JT i′〉 δJ,J ′ δMJ ,M ′

J
δT,T ′ δMT ,M ′

T
. (4.1)

Furthermore, we denote the interaction operator throughout this section as

V
NNN , indicating a three-nucleon interaction. Nevertheless, all formulas are valid

also for two-plus-three-body interactions as long as their matrix elements are given

in the basis |EJTi〉.
In subsection 4.1 we deal with the transformation into m-scheme matrix ele-

ments. During this transformation we encounter a complicated overlap that is cal-

culated separately in subsection 4.2. In subsection 4.3 we discuss a serious limita-

tion with the direct transformation into m-scheme matrix elements, since storing

them as well as the overlap calculated in subsection 4.2 is very memory demand-
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4 Three-body Jacobi matrix element transformation into the m-scheme

ing. Finally, in subsection 4.4, we present the solution of this problem by slightly

changing our strategy into the calculation of matrix elements that maintain a total

coupled angular momentum and isospin.

4.1 Matrix elements of the three-nucleon interaction at N2LO in

the m-scheme

In the following, we derive the formula for the transformation of three-particle

interaction matrix elements from the antisymmetrized Jacobi states |EJTi〉 into

the antisymmetrized m-scheme basis

〈EJTi|VNNN |E ′JT i′〉 −→ a〈abc|VNNN |a′b′c′〉a . (4.2)

We start with a non-antisymmetrized product state of (ls)-coupled single-particle

harmonic oscillator states

|abc〉 = |(nala, sa)jama, (nblb, sb)jbmb, (nclc, sc)jcmc, tamtatbmtbtcmtc〉 . (4.3)

In the first step, we couple the single-particle angular momenta ~ji to total angular

momentum ~J of the three nucleons

|abc〉 =
∑

Jab,J

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

× |{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}JM, tamtatbmtbtcmtc〉 ,
(4.4)

with Mab = ma + mb andM = Mab + mc. We used the Clebsch-Gordan coefficients

defined in eq. (3.5) and eliminated the sums over projection quantum numbers

using eq. (3.9).

In the next step we make use of the identity

1 =
∑

ncm,lcm

∑

α

∑

J ′,M′

{|ncmlcm〉 ⊗ |α〉}J
′M′ {〈ncmlcm| ⊗ 〈α|}J

′M′

, (4.5)

where ncm, lcm denote center-of-mass quantum numbers and

|α〉 = |[(n12l12, sab)j12, (n3l3, sc)j3]JMJ , (tabtc)TMT 〉 (4.6)

again denotes the Jacobi state as already introduced in section 3.4. Here, one has

to be careful, since |α〉 does not contain the MJ quantum number if its total an-

gular momentum is coupled, as in eq. (4.5). There, the curly brackets indicate the

coupling of the center-of-mass orbital angular momentum with the total angular
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4.1 Matrix elements of the three-nucleon interaction at N2LO in the m-scheme

momentum of the Jacobi state |α〉. Moreover we introduced

∑

α

≡
∑

n12,l12

∑

n3,l3

∑

sab

∑

j12,j3

∑

J

∑

tab

∑

T,MT

. (4.7)

Inserting eq. (4.5) into eq. (4.4) yields

|abc〉 =
∑

Jab,J

∑

ncm,lcm

∑

α

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






× {|ncmlcm〉 ⊗ |α〉}JM
,

(4.8)

with the T-coefficient defined as the overlap

T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






= {〈ncmlcm| ⊗ 〈α|}JM |{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}JM, tamtatbmtbtcmtc〉 .
(4.9)

The sums over primed quantum numbers vanish because of the orthogonality re-

lations. For clarity we postpone working out the formula for the T-coefficient to

the next subsection, but we stress that the arrangement of the quantum numbers

in the symbol of the T-coefficient has no physical meaning.

Since the nuclear interaction will only affect the relative part of the state, it is

useful to decouple the relative angular momentum from the center-of-mass or-

bital angular momentum. Doing so, we encounter one further Clebsch-Gordan

coefficient

|abc〉 =
∑

Jab,J

∑

α

∑

ncm,lcm

∑

mcm,MJ

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

×
(

lcm J

mcm MJ

∣
∣
∣
∣
∣

J
M

)

T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






× |ncmlcmmcm〉 ⊗ |α〉 .

(4.10)

Finally, only one piece is missing: The left-hand side is still a non-antisymme-

trized product state. Thus, the final step is to project it onto the antisymmetric
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4 Three-body Jacobi matrix element transformation into the m-scheme

part of the Hilbert space. Consequently, we now make use of the representation of

the antisymmetrizer that we worked out in section 3.4 in eq. (3.94)

A =
∑

ncm,lcm
mcm

∑

E,J,MJ

∑

T,MT

∑

i

|ncmlcmmcm〉 ⊗ |EJMJTMT i〉〈ncmlcmmcm| ⊗ 〈EJMJTMT i| .
(4.11)

If we multiply eq. (4.10) with the antisymmetrizer from the left, we have to consider

the overlap

〈n′
cml′cmm′

cm|ncmlcmmcm〉〈EJ ′M ′
JT ′M ′

JT ′M ′
T i|α〉

= cα,i δJ ′,J δM ′

J
,MJ

δT ′,T δM ′

T
,MT

δn′

cm,ncm
δl′cm,lcm

δm′

cm,mcm
δE,2n12+l12+2n3+l3 , (4.12)

with the coefficient of fractional parentage cα,i as defined in eq. (3.91). Using the

Kronecker deltas of eq. (4.12), we eliminate the corresponding summations and

obtain for the antisymmetrized m-scheme state

|abc〉a =
√

3!
∑

Jab,J

∑

α

∑

lcm,ncm,
mcm

∑

MJ

∑

i

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

lcm J

mcm MJ

∣
∣
∣
∣
∣

J
M

)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






× cα,i |ncmlcmmcm〉 ⊗ |EJMJTMT i〉 .

(4.13)

The only remaining sum of (4.11) is the one with respect to i. The quantum num-

ber E is now constrained by E = 2n12 + l12 + 2n3 + l3. The additional factor
√

3!

shows up because of

|abc〉a =
√

3!A |abc〉 , (4.14)

and is needed to have a normalized state after the projection.

Now we are in the position to write down the interaction matrix element. We

use the hermitian adjoint of |abc〉a, as given in eq. (4.13), to sandwich the interac-
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tion operator. This yields

a〈abc|VNNN |a′b′c′〉a
= 3!

∑

Jab,J

∑

α

∑

ncm,lcm
mcm

∑

MJ

∑

i

∑

J ′

ab
,J ′

∑

α′

∑

n′

cm,l′cm

m′

cm

∑

M ′

J

∑

i′

×
(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J ′
ab

M ′
ab

)(

J ′
ab j′c

M ′
ab m′

c

∣
∣
∣
∣
∣

J ′

M′

)(

l′cm J ′

m′
cm M ′

J

∣
∣
∣
∣
∣

J ′

M′

)

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

) (

lcm J

mcm MJ

∣
∣
∣
∣
∣

J
M

)

(4.15)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT




T






a′ b′ c′ J ′
ab J ′ J ′

n′
cm l′cm n′

12 l′12 n′
3 l′3

s′ab j′12 j′3 t′ab T ′ M ′
T






× cα,i cα′,i′

×〈ncmlcmmcm|n′
cml′cmm′

cm〉 〈EJMJTMT i|VNNN |E ′J ′M ′
JT ′M ′

T i′〉 .

Here we have already used that the nuclear interaction operator V
NNN does not

affect the center-of-mass part of the state.

For further simplification we make use of

〈ncmlcmmcm|n′
cml′cmm′

cm〉 = δncm,n′

cm
δlcm,l′cm

δmcm,m′

cm
(4.16)

and properties of the interaction, which imply

〈EJMJTMT i|VNNN |E ′J ′M ′
JT ′M ′

T i′〉
= δJ,J ′ δMJ ,M ′

J
δT,T ′ δM ′

T
,MT
〈EJTi|VNNN |E ′JT i′〉 . (4.17)

Note that this holds true only for interactions that are independent of MT , meaning

charge invariant interactions. So we explicitly omit the fact that the nuclear inter-

action is not perfectly charge invariant at this point. Applying eqs. (4.16) and (4.17)

on eq. (4.15) eliminates the summations over

n′
cm, l′cm, m′

cm, J ′, M ′
J , T ′, M ′

T (4.18)
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leading to

a〈abc|VNNN |a′b′c′〉a
= 3!

∑

Jab,J

∑

α

∑

ncm,lcm
mcm

∑

MJ

∑

i

∑

J ′

ab
,J ′

∑

α̃′

∑

i′

×
(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J ′
ab

M ′
ab

)(

J ′
ab j′c

M ′
ab m′

c

∣
∣
∣
∣
∣

J ′

M′

)(

lcm J

mcm MJ

∣
∣
∣
∣
∣

J ′

M′

)

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

) (

lcm J

mcm MJ

∣
∣
∣
∣
∣

J
M

)

(4.19)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT




T






a′ b′ c′ J ′
ab J J ′

ncm lcm n′
12 l′12 n′

3 l′3

s′ab j′12 j′3 t′ab T MT






× cα,i cα̃′,i′

×〈EJTi|VNNN |E ′JT i′〉 .

Here,
∑

α still means a sum over {n12, l12, sab, j12, n3, l3, j3, J, tab, T, MT}, whereas
∑

α̃′

means a sum over {n′
12, l

′
12, s

′
ab, j

′
12, n

′
3, l

′
3, j3

′, t′ab}.
Next we use the orthogonality relation (3.11) of the Clebsch-Gordan coefficients

∑

mcm,MJ

(

lcm J

mcm MJ

∣
∣
∣
∣
∣

J
M

)(

lcm J

mcm MJ

∣
∣
∣
∣
∣

J ′

M′

)

= δJ ,J ′ δM,M′ (4.20)

and the three-body m-scheme interaction matrix element finally reads

a〈abc|VNNN |a′b′c′〉a
= 3!

∑

Jab,J

∑

α

∑

ncm,lcm

∑

i

∑

J ′

ab

∑

α̃′

∑

i′

×
(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J ′
ab

M ′
ab

)(

J ′
ab j′c

M ′
ab m′

c

∣
∣
∣
∣
∣

J
M

)(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT




T






a′ b′ c′ J ′
ab J J

ncm lcm n′
12 l′12 n′

3 l′3

s′ab j′12 j′3 t′ab T MT




 (4.21)

× cα,i cα̃′,i′

×〈EJTi|VNNN |E ′JT i′〉 δM,M′ .
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4.1 Matrix elements of the three-nucleon interaction at N2LO in the m-scheme

Or with all quantum numbers shown explicitly

a〈abc|VNNN |a′b′c′〉a
= 3!

∑

Jab,J
′

ab

∑

J

∑

ncm,lcm

∑

n12,n′

12

∑

l12,l′
12

∑

sab,s
′

ab

∑

j12,j′
12

∑

tab,t′
ab

∑

n3,n′

3

∑

l3,l′
3

∑

j3,j′
3

∑

J,T

∑

i,i′

×
(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J ′
ab

M ′
ab

)(

J ′
ab j′c

M ′
ab m′

c

∣
∣
∣
∣
∣

J
M

)(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

× T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT




T






a′ b′ c′ J ′
ab J J

ncm lcm n′
12 l′12 n′

3 l′3

s′ab j′12 j′3 t′ab T MT




 (4.22)

× cα,i






n12 l12 n3 l3

sab j12 j3 J

tab T MT i




 cα̃′,i′






n′
12 l′12 n′

3 l′3

s′ab j′12 j′3 J

t′ab T MT i′






×〈EJTi|VNNN |E ′JT i′〉 ,

with

Mab = ma + mb , (4.23)

M ′
ab = m′

a + m′
b , (4.24)

M = ma + mb + mc = m′
a + m′

b + m′
c , (4.25)

MT = mta + mtb + mtc = m′
ta + m′

tb
+ m′

tc , (4.26)

E = 2n12 + l12 + 2n3 + l3 . (4.27)

The large number of summations and the fact that the T -coefficient depends

on almost all of them leads to a complicated computational task. Obviously, the

explicit execution of the summations would lead to inefficiently large run times.

For details on our implementation we refer the interested reader to appendix A.

The remaining task is to calculate the T-coefficient defined in eq. (4.9), which

will be done in the following subsection.
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4 Three-body Jacobi matrix element transformation into the m-scheme

4.2 Calculation of the T -coefficient

In the last subsection we defined the T-coefficient as

T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






=
{
〈ncmlcm| ⊗ 〈α|

}JM|{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}JM, tamtatbmtbtcmtc〉
:=
{
〈ncmlcm| ⊗ 〈α|

}JM{{|a〉 ⊗ |b〉}Jab ⊗ |c〉
}JM

.
(4.28)

Now we will derive the explicit formula to compute it. Hence, we will start with the

state
{
{|a〉 ⊗ |b〉}Jab ⊗ |c〉

}JM
and express it stepwise by

{
|ncmlcm〉 ⊗ |α〉

}JM
. Ob-

viously, we have to change the underlying coordinate system on our way through

the transformation, since we must change quantum numbers of the relative and

center-of-mass part of the three-nucleon system into single-particle quantum num-

bers. As outlined in section 3.3, we can achieve this with the help of HOBs. We will

encounter two of them.

We start our transformations with coupling the isospin of
{
{|a〉⊗|b〉}Jab⊗|c〉

}JM

to total isospin quantum numbers T, MT

{
{|a〉 ⊗ |b〉}Jab ⊗ |c〉

}JM

=
∑

tab,T

(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
tc

∣
∣
∣
∣
∣

T

MT

)

×|{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}JM, [(ta, tb)tab, tc]TMT 〉 . (4.29)

As usual, we eliminated already the sums over the projection quantum numbers

by mtab
= mta + mtb and MT = mtab

+ mtc . For the further steps the isospin part is

dispensable, so we omit it for brevity.

In the following, we carry out a number of unitary transformations by inserting

appropriate identity operators. How the parts of the state that are affected by the

transformation change is always shown in the heading of each step. We encounter

sums and transformation coefficients in every single step. We quote them only

once in the step they are relevant for and highlight them with a box. At the end we

will collect everything together and write down the complete formula. The same

applies for the summation bounds: we specify them in each step and summarize

them in a simplified form for a special ordering of the sums in appendix A.2.

Moreover, we will use the shorthand x̂ =
√

2x + 1 and omit the projection quan-

tum numberM corresponding to J since it does not change during the transfor-
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4.2 Calculation of the T -coefficient

mations.

An overview with short description of the quantum numbers that we need dur-

ing the various steps is given in table 1.

na, nb, nc single-particle h.o. radial quantum numbers

la, lb, lc single-particle h.o. orbital angular momentum quantum numbers

sa, sb, sc single-particle spin

ja, jb, jc (ls)-coupled single-particle angular momentum

ta, tb, tc single-particle isospin

sab coupled spins (sa, sb)

tab coupled isospins (ta, tb)

Jab coupled single-particle angular momenta (jajb)

J ,M total angular momentum (Jabjc) and projection quantum number

Lab coupled orbital angular momenta (lalb)

N12 h.o. radial quantum number based on center of mass of particles 1 and 2

L12 orbital angular momentum based on center of mass of particles 1 and 2

n12 h.o. radial quantum number of the first Jacobi coordinate ~ξ1

l12 orbital angular momentum depending on the first Jacobi coordinate ~ξ1

L total orbital angular momentum (Lablc)

S3 total spin (sabsc)

Λ coupling of the orbital angular momenta (L12lc)

n3 h.o. radial quantum number depending on the Jacobi coordinate ~ξ2

l3 orbital angular momentum depending on the Jacobi coordinate ~ξ2

L3 total relative orbital angular momentum coupling (l12l3)

J total angular momentum of the relative part of the state (L3S3)

j12 total angular momentum based on the first Jacobi coordinate (l12, sab)

j3 total angular momentum based on the second Jacobi coordinate (l3, sc)

Table 1 – Summary of all quantum numbers needed for the calculation of the T -
coefficient. The shorthand h.o. means harmonic oscillator.
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4 Three-body Jacobi matrix element transformation into the m-scheme

◮ [(nala, sa)ja, (nblb, sb)jb]Jab → [(nala, nblb)Lab, (sa, sb)sab]Jab

Since we aim at the separation of the center-of-mass part of the state, it is clear that

we have to deal with Talmi transformations. The first Talmi transformation will in-

troduce the coordinate ~cmab of the center of mass of the first two particles and

their corresponding relative coordinate ~ξ1. Before doing this, we have to change

the (jj)-coupling of particles 1 and 2 into (LS)-coupling. We obtain this by insert-

ing a suitable identity operator in eq. (4.29)

|{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}J 〉

=
∑

Lab,sab

|{[(nala, nblb)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉

× 〈{[(nala, nblb)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J | (4.30)

× |{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}J 〉 .

Since we have a recoupling of four angular momenta we can replace the overlap

with a 9j-symbol by using eq. (3.20)

〈{[(nala, nblb)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J |
× |{[(nala, sa)ja, (nblb, sb)jb]Jab, (nclc, sc)jc}J 〉

= ĵaĵbL̂abŝab







la lb Lab

sa sb sab

ja jb Jab







.

(4.31)

So the right-hand side of eq. (4.30) becomes

∑

Lab,sab

ĵaĵbL̂abŝab







la lb Lab

sa sb sab

ja jb Jab







|{[(nala, nblb)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉 . (4.32)

The summation bounds of the two sums are determined by the triangular condi-

tions (3.24) that must be fulfilled for the 9j-symbol.
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4.2 Calculation of the T -coefficient

◮ (nala, nblb)Lab −→ (N12L12( ~cmab), n12l12(~ξ1))Lab

Now we carry out the first Talmi transformation. It changes the single-particle co-

ordinates ~ra and ~rb into the coordinate of the center of mass ~cmab of the first two

particles, and their relative Jacobi coordinate ~ξ1

~cmab =

√

1

2
(~ra + ~rb) (4.33)

~ξ1 =

√

1

2
(~ra − ~rb) . (4.34)

For the corresponding transformation matrix (3.43) we have to choose the param-

eter d = 1, yielding

(

~cmab

~ξ1

)

=







√

1

2

√

1

2√

1

2
−
√

1

2







(

~ra

~rb

)

. (4.35)

As we have seen in section 3.3, the transformation coefficient is given by the HOB

〈〈N12L12, n12l12; Lab|nala, nblb〉〉1 δ2N12+L12+2n12+l12,2na+la+2nb+lb . (4.36)

The new quantum numbersN12,L12 are the harmonic oscillator radial and orbital

angular momentum quantum numbers that describe the center of mass of the first

two particles, respectively. The harmonic oscillator depending on the first Jacobi

coordinate ~ξ1 defines the quantum numbers n12 and l12. Accordingly, the result of

this transformation is given by

|{[(nala, nblb)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉
=

∑

N12,L12

∑

n12,l12

〈〈N12L12, n12l12; Lab|nala, nblb〉〉1 δ2N12+L12+2n12+l12,2na+la+2nb+lb

× |{[(N12L12( ~cmab), n12l12(~ξ1))Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉
(4.37)

The summation bounds are constrained by the energy condition

2N12 + L12 + 2n12 + l12 = 2na + la + 2nb + lb . (4.38)

J. Langhammer 49



4 Three-body Jacobi matrix element transformation into the m-scheme

◮ [(Lab, sab)Jab, (lc, sc)jc]J −→ [(Lab, lc)L, (sab, sc)S3]J

For the second Talmi transformation that introduces the Jacobi coordinate ~ξ2, we

need couplings of pure orbital angular momenta. Thus, we break up the (Labsab)-

coupling of the total orbital angular momentum of particles 1 and 2 with their cou-

pled spin ~sab in this step. Instead, we couple ~Lab with the orbital angular momen-

tum of the third particle ~lc to orbital angular momentum ~L. Inserting the appro-

priate identity operator leads to

|(N12L12, n12l12)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉

=
∑

L,S3

|{[(N12L12, n12l12)Lab, nclc]L, [(sa, sb)sab, sc]S3}J 〉

× 〈{[(N12L12, n12l12)Lab, nclc]L, [(sa, sb)sab, sc]S3}J | (4.39)

× |{[(N12L12, n12l12)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉

Again, we have a recoupling of four angular momenta and we use eq. (3.20) to

replace the overlap by a 9j-symbol

〈{[(N12L12, n12l12)Lab, nclc]L, [(sasb)sab, sc]S3}J |
× |{[(N12L12, n12l12)Lab, (sa, sb)sab]Jab, (nclc, sc)jc}J 〉

= L̂Ŝ3Ĵabĵc







Lab lc L
sab sc S3

Jab jc J







. (4.40)

The right hand side of eq. (4.39) then reads

∑

L,S3

L̂Ŝ3Ĵabĵc







Lab lc L
sab sc S3

Jab jc J







|{[(N12L12, n12l12)Lab, nclc]L, [(sasb)sab, sc]S3}J 〉 . (4.41)

The summation bounds are again determined by the triangular conditions of the

9j-symbol, given in eq. (3.24).

50



4.2 Calculation of the T -coefficient

◮ [(N12L12, n12l12)Lab, nclc]L −→ [(N12L12, nclc)Λ, n12l12]L

Before we carry out the second Talmi transformation that leads us to the complete

set of Jacobi coordinates defined in eq. (3.31), we have to couple ~L12 with ~lc. This is

necessary because we can only transform the coordinates that correspond to these

angular momenta using the transformation matrix (3.43) into the coordinates ~ξ0

and ~ξ2. Again we do the recoupling by inserting a representation for the identity

operator and receive

|{[(N12L12, n12l12)Lab, nclc]L, [(sa, sb)sab, sc]S3}J 〉

=
∑

Λ

|{[(N12L12, nclc)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉

× 〈{[(N12L12, nclc)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J | (4.42)

× |{[(N12L12, n12l12)Lab, nclc]L, [(sa, sb)sab, sc]S3}J 〉

Now we have a recoupling of three angular momenta, so we replace the overlap by

a 6j-symbol. The relation we use is given in eq. (3.17)

〈{[(N12L12, nclc)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J |
× |{[(N12L12, n12l12)Lab, nclc]L, [(sa, sb)sab, sc]S3}J 〉

= (−1)lc+l12+Λ+LabL̂abΛ̂

{

lc L12 Λ

l12 L Lab

}

. (4.43)

This yields for the right hand side of eq. (4.42)

∑

Λ

(−1)lc+l12+Λ+LabL̂abΛ̂

{

lc L12 Λ

l12 L Lab

}

|{[(N12N12, nclc)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉.

(4.44)

Here, the summation bounds for Λ are given by the triangular conditions eq. (3.16)

for the 6j-symbol.
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4 Three-body Jacobi matrix element transformation into the m-scheme

◮ (N12L12( ~cmab), nclc(~rc))Λ −→ (ncmlcm(~ξ0), n3l3(~ξ2))Λ

Since the orbital angular momentum corresponding to ~ξ1 is now coupled with

the orbital angular momentum with respect to the position of the third nucleon,

we are able to perform the second Talmi transformation. This will introduce the

center-of-mass coordinate of the three nucleons ~ξ0 and the Jacobi coordinate ~ξ2

~ξ0 =

√

1

3
[~ra + ~rb + ~rc] , (4.45)

~ξ2 =

√

2

3

[
1

2
(~ra + ~rb)− ~rc

]

. (4.46)

Comparison with the matrix (3.43) reveals that d = 2 is the correct parameter for

the Talmi transformation. Therefore, the coordinate-transformation matrix reads

(
~ξ0

~ξ2

)

=







√

2

3

√

1

3√

1

3
−
√

2

3







(

~cmab

~rc

)

. (4.47)

Thus, the transformation coefficient is given by the HOB

〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2 δ2ncm+lcm+2n3+l3,2N12+L12+2nc+lc , (4.48)

and the result of the Talmi transformation is

|{[(N12L12, nclc)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉

=
∑

ncm,lcm

∑

n3,l3

〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2 δ2ncm+lcm+2n3+l3,2N12+L12+2nc+lc

× |{[(ncmlcm(~ξ0), n3l3(~ξ2))Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉
(4.49)

Here the summations are restricted by the energy conserving condition of the HOBs,

i.e.

2ncm + lcm + 2n3 + l3 = 2N12 + L12 + 2nc + lc . (4.50)
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4.2 Calculation of the T -coefficient

◮ [(ncmlcm, n3l3)Λ, n12l12]L −→ [ncmlcm, (n3l3, n12l12)L3]L

In the final state,
{
|ncmlcm〉 ⊗ |α〉

}JM
, the center-of-mass angular momentum is

coupled with the total relative angular momentum including spin. So we have

to break up the coupling of ~lcm with other orbital angular momenta in two steps.

In this first step we recouple ~lcm with the total orbital angular momentum of the

relative part of the state ~L3 by again inserting an appropriate identity operator

|{[(ncmlcm, n3l3)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉

=
∑

L3

|{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J 〉

× 〈{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J | (4.51)

× |{[(ncmlcm, n3l3)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉

Again, we replace the overlap by a 6j-symbol, this time with help of eq. (3.15)

〈{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J |
× |{[(ncmlcm, n3l3)Λ, n12l12]L, [(sa, sb)sab, sc]S3}J 〉

= (−1)lcm+l3+l12+LΛ̂L̂3

{

lcm l3 Λ

l12 L L3

}

. (4.52)

Hence, we obtain for the right-hand side of eq. (4.51)

∑

L3

(−1)lcm+l3+l12+LΛ̂L̂3

{

lcm l3 Λ

l12 L L3

}

|{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J 〉 .

(4.53)

The summation bounds are given by the triangular conditions of the 6j-symbols

defined in eq. (3.16).
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4 Three-body Jacobi matrix element transformation into the m-scheme

◮ [(ncmlcm, L3)L, S3]J −→ [ncmlcm, (L3, S3)J ]J

With this step we arrive at the already mentioned situation that ~lcm couples with

the total angular momentum of the relative part of the state ~J . Thus the center-

of-mass part of the state has the desired form after this transformation step and

will not be changed further. We employ the corresponding identity operator that

conducts the transformation and gain

|{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J 〉

=
∑

J

|{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb)sab, sc]S3]J}J 〉

× 〈{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb)sab, sc]S3]J}J | (4.54)

× |{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J 〉 .

and the overlap can be replaced with help of eq. (3.15) again by a 6j-symbol

〈{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb), sab, sc]S3]J}J |
× |{[ncmlcm, (n3l3, n12l12)L3]L, [(sasb)sab, sc]S3}J 〉

= (−1)lcm+L3+S3+J L̂Ĵ

{

lcm L3 L
S3 J J

}

. (4.55)

The right hand side results in

∑

J

(−1)lcm+L3+S3+JL̂Ĵ

{

lcm L3 L
S3 J J

}

|{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb), sab, sc]S3]J}J 〉,

(4.56)

and again the bounds of the sum over J are determined by the triangular condi-

tions of the 6j-symbols, given in eq. (3.16).
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4.2 Calculation of the T -coefficient

◮ [(n3l3, n12l12)L3, (sab, sc)S3]J −→ [(n3l3, sc)j3, (n12l12, sab)j12]J

This final transformation leads to the coupling scheme of the state |α〉. We have to

change the internal coupling of angular momenta and spins into mixed coupling,

meaning ~l3 couples with ~sc and ~l12 with ~sab. The new coupled quantum numbers

are then denoted by j3 and j12, respectively. Again, we insert an appropriate iden-

tity operator

|{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb)sab, sc]S3]J}J 〉

=
∑

j12,j3

|{ncmlcm, [(n3l3, sc)j3, (n12l12, sab)j12]J}J 〉

× 〈{ncmlcm, [(n3l3, sc)j3, (n12l12, sab)j12]J}J | (4.57)

× |{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb)sab, sc]S3]J}J 〉 .

The overlap can be replaced with help of eq. (3.21) by

〈{ncmlcm, [(n3l3, sc)j3, (n12l12, sab)j12]J}J |
× |{ncmlcm, [(n3l3, n12l12)L3, [(sa, sb)sab, sc]S3]J}J 〉

= (−1)sab+sc−S3L̂3ĵ3ĵ12Ŝ3







l3 l12 L3

sc sab S3

j3 j12 J







(4.58)

= (−1)sab+sc−S3L̂3ĵ3ĵ12Ŝ3







l12 l3 L3

sab sc S3

j12 j3 J







(−1)l12+l3+L3+sab+sc+S3+j12+j3+J . (4.59)

In the last manipulation we used a symmetry relation of the 9j-symbols. We ex-

changed the first two columns and, therefore, have to pick up the phase factor

with the sum over all appearing quantum numbers. At this point the right hand

side of eq. (4.57) reads

∑

j12,j3

(−1)l12+l3+L3+j12+j3+J+2scL̂3ĵ3ĵ12Ŝ3







l12 l3 L3

sab sc S3

j12 j3 J







× |{ncmlcm, [(n3l3, sc)j3, (n12l12, sab)j12]J}J 〉 , (4.60)

where we simplified the phase factor using the fact that sab is an integer. Addition-

ally, we have to reverse the coupling order from (j3j12) into (j12j3) to have the same

ordering as in |α〉. Thereby we collect a phase (−1)j12+j3−J due to the symmetry
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4 Three-body Jacobi matrix element transformation into the m-scheme

relation of the Clebsch-Gordan coefficients, given in eq. (3.12). Then we can fur-

ther simplify the phase factor using that two times a half-integral number is always

odd. This applies for 2j3 and implies that 2sc + 2j3 is even. Furthermore, we know

that j12 is an integer and so (−1)2j12 = 1. Altogether the right hand side of eq. (4.57),

including the simplified transformation coefficient for this step, reads

∑

j12,j3

(−1)l3+l12+L3L̂3ĵ3ĵ12Ŝ3







l12 l3 L3

sab sc S3

j12 j3 J







|{ncmlcm, [(n12l12, sab)j12, (n3l3, sc)j3]J}J 〉 .
(4.61)

Now we have done all transformation steps. We obtain the complete result of

{
{|a〉 ⊗ |b〉}Jab ⊗ |c〉

}JM →
{
|ncmlcm〉 ⊗ |α〉

}JM
(4.62)

by collecting all transformation coefficients and the corresponding summations.

In the following formula they are arranged in the order they appeared in the deriva-

tion

{
{|a〉 ⊗ |b〉}Jab ⊗ |c〉

}JM

=
∑

tab,mtab

∑

T,MT

∑

Lab,sab

∑

N12,L12

∑

n12,l12

∑

L,S3

∑

Λ

∑

ncm,lcm

∑

n3,l3

∑

L3

∑

J

∑

j12,j3

×
(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)






la lb Lab

sa sb sab

ja jb Jab







ĵaĵbL̂abŝab

× 〈〈N12L12, n12l12; Lab|nala, nblb〉〉1 δ2N12+L12+2n12+l12,2na+la+2nb+lb

× L̂Ŝ3Ĵabĵc







Lab lc L
sab sc S3

Jab jc J







(−1)lc+l12+Λ+LabL̂abΛ̂

{

lc L12 Λ

l12 L Lab

}

× 〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2 δ2ncm+lcm+2n3+l3,2N12+L12+2nc+lc

× (−1)lcm+l3+l12+LΛ̂L̂3

{

lcm l3 Λ

l12 L L3

}

(−1)lcm+L3+S3+J L̂Ĵ

{

lcm L3 L
S3 J J

}

× (−1)l3+l12+L3L̂3ĵ3ĵ12Ŝ3







l12 l3 L3

sab sc S3

j12 j3 J







{
|ncmlcm〉 ⊗ |α〉

}JM
. (4.63)
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4.2 Calculation of the T -coefficient

In order to calculate the T-coefficient from that we multiply (4.63) from the left

with
{
〈n′

cml′cm| ⊗ 〈α′|
}JM

and get Kronecker deltas

δn′

cm,ncm
δl′cm,lcm

δn′

12
,n12

δl′
12

,l12 δs′
ab

,sab
δj′

12
,j12 δn′

3
,j3 δl′

3
,l3 δj′

3
,j3 δJ ′,J δt′

ab
,tab

δm′

tab
,mtab

δT ′,T δM ′

T
,MT

.

(4.64)

They eliminate the corresponding summations, leading to

{
〈ncmlcm| ⊗ 〈α|

}JM{{|a〉 ⊗ |b〉}Jab ⊗ |c〉
}JM

=
∑

Lab

∑

N12,L12

∑

L

∑

S3

∑

Λ

∑

L3

× δ2N12+L12+2n12+l12,2na+la+2nb+lb δ2ncm+lcm+2n3+l3,2N12+L12+2nc+lc

×
(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

× 〈〈N12L12, n12l12; Lab|nala, nblb〉〉1 〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2

×







la lb Lab

sa sb sab

ja jb Jab







ĵaĵbL̂abŝab







Lab lc L
sab sc S3

Jab jc J







L̂Ŝ3Ĵabĵc

× (−1)lc+l12+Λ+LabL̂abΛ̂

{

lc L12 Λ

l12 L Lab

}

(−1)lcm+l3+l12+LΛ̂L̂3

{

lcm l3 Λ

l12 L L3

}

× (−1)lcm+L3+S3+J L̂Ĵ

{

lcm L3 L
S3 J J

}

(−1)l3+l12+L3L̂3ĵ3ĵ12Ŝ3







l12 l3 L3

sab sc S3

j12 j3 J







. (4.65)

Here we dropped the primes and rearranged the terms for convenience. Lastly, we

can eliminate the sum over N12 with help of the first Kronecker delta. Then, the

remaining Kronecker delta reads

δ2na+la+2nb+lb+2nc+lc,2ncm+lcm+2n3+l3+2n12+l12 (4.66)
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4 Three-body Jacobi matrix element transformation into the m-scheme

and our final result for the T-coefficient is

T






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






=
{
〈ncmlcm| ⊗ 〈α|

}JM{{|a〉 ⊗ |b〉}Jab ⊗ |c〉
}JM

=
∑

Lab

∑

L12

∑

L

∑

S3

∑

Λ

∑

L3

× δ2na+la+2nb+lb+2nc+lc,2ncm+lcm+2n3+l3+2n12+l12

×
(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

× 〈〈N12L12, n12l12; Lab|nala, nblb〉〉1〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2

×







la lb Lab

sa sb sab

ja jb Jab













Lab lc L
sab sc S3

Jab jc J













l12 l3 L3

sab sc S3

j12 j3 J







×
{

lc L12 Λ

l12 L Lab

}{

lcm l3 Λ

l12 L L3

}{

lcm L3 L
S3 J J

}

× ĵaĵbĵcĴabĵ12ĵ3ŝabĴ Ŝ2
3L̂2Λ̂2L̂2

3L̂
2
ab(−1)lc+Λ+Lab+L+S3+l12+J , (4.67)

where we also simplified the phase factor.

Now we have all pieces together to calculate the m-scheme matrix element

(4.21). For implementation of the formula it is convenient to precompute the T -

coefficients, since for all matrix elements with fixed |abc〉a we always need the same

T -coefficients and their calculation is computationally demanding. So the strat-

egy must be to precompute as many quantities as possible. When we look back at

eq. (4.21) we recognize that we can include the two Clebsch-Gordan coefficients of

the J -coupling and the corresponding sum over Jab into the T -coefficients. Then
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4.2 Calculation of the T -coefficient

we can precalculate a new object that we denote by T̃ . It is given by

T̃






a b c J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






=
∑

Jab

∑

Lab

∑

L12

∑

L

∑

S3

∑

Λ

∑

L3

× δ2na+la+2nb+lb+2nc+lc,2ncm+lcm+2n3+l3+2n12+l12

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)

×
(

ta tb

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

× 〈〈N12L12, n12l12; Lab|nala, nblb〉〉1〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2

×







la lb Lab

sa sb sab

ja jb Jab













Lab lc L
sab sc S3

Jab jc J













l12 l3 L3

sab sc S3

j12 j3 J







×
{

lc L12 Λ

l12 L Lab

}{

lcm l3 Λ

l12 L L3

}{

lcm L3 L
S3 J J

}

× ĵaĵbĵcĴabĵ12ĵ3ŝabĴ Ŝ2
3 L̂2Λ̂2L̂2

3L̂
2
ab(−1)lc+Λ+Lab+L+S3+l12+J , (4.68)

Because
∑

Jab
is now included in the T̃ -coefficient, it is independent of Jab and we

drop Jab in the symbol.

With this simplification the m-scheme matrix element is given by

a〈abc|VNNN |a′b′c′〉a
=3!

∑

J

∑

ncm,lcm

×
∑

α

T̃






a b c J J
ncm lcm n12 l12 n3 l3

sab j12 j3 tab T MT






∑

α̃′

T̃






a′ b′ c′ J J
ncm lcm n′

12 l′12 n′
3 l′3

s′ab j′12 j′3 t′ab T MT






×
∑

i

cα,i

∑

i′

cα̃′,i′

×〈EJTi|VNNN |E ′JT i′〉 . (4.69)

Here we arranged the summations in the way we ordered them in the implemen-

tation. For more details on our implementation of the matrix elements see ap-

pendix A. For the ordering of the summations for the computation of the T̃ -coeffi-
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Figure 5 – Memory usage for the T̃ -coefficients (a) and for the m-scheme matrix
elements (b) as a function of total three-nucleon energy E3max. Also the maxi-
mum available memory on our computer cluster is shown at 16 GB. The single
particle energies are truncated consistently, meaning emax = E3max.

cient and the discussion of the corresponding summation bounds we also refer to

appendix A.

4.3 Computational challenges

Using the result (4.69) for the m-scheme matrix elements we are in principle able

to compute the matrix elements and then to perform first many-body calculations.

But as already mentioned above, this is computationally demanding, especially re-

garding the memory requirements. Essentially two difficulties arise that we discuss

in the following.

In figure 5(a) the memory needed for storing the precomputed nonzero T̃ -

coefficients is plotted against the total energy of the three nucleons E3max = e1 +

e2 + e3, with ei = 2ni + li. This used memory is composed of an array of structures

in which besides the value of the T̃ -coefficient also the corresponding quantum

numbers lcm,J and the number of the |α〉 state is stored. The reasons for this stor-

age scheme are discussed in appendix A.2. We recognize that the memory require-

ment increases dramatically if we increase the maximum three-nucleon energy.

The maximal available memory on our cluster is 16 GB and we touch this limit

already for E3max = 8. For the computation of the m-scheme matrix elements it

is crucial to store all the relevant precomputed T̃ -coefficients in the memory, be-

cause otherwise the runtime becomes inefficiently high. This means that already

the computation of the m-scheme matrix elements for E3max = 8 is not possible

with having all T̃ -coefficients in memory, since we also have to store more than

only the T̃ . For E3max = 10 the situation becomes even worse, because 136 GB
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4.4 J , T -coupling of the m-scheme matrix elements

memory are needed if we want to store all T̃ -coefficients in memory. We tried to

overcome this problem by reading the relevant T̃ -coefficients from disk. Firstly, we

read the T̃ for a given |abc〉a. Having these in memory, we can calculate all matrix

elements with this combination of single-particle quantum numbers. Therefore,

we load the T̃ for each a〈a′b′c′| in memory. This scheme allows to calculate ma-

trix elements with higher three-particle energy E3max > 8, but the calculation time

increases significantly due to many disk accesses.

Additionally, there is a second problem concerning the m-scheme matrix ele-

ments themselves. In figure 5(b) we see the memory usage of the m-scheme ma-

trix elements. This contains the value of the matrix element itself and two indices

that specify the corresponding bra and ket states. Here, it is already taken into

account that calculating a triangular matrix is sufficient and that the m-scheme

states are antisymmetric and, therefore, only one permutation of single-particle

quantum numbers needs to be included. Again, the critical 16 GB limit is reached

for E3max = 8. This is no problem while calculating them because we can write

them into a file instead of storing in memory. But it is relevant for solving the

many-body problem. There the m-scheme matrix elements must be available in

memory if we stick to the strategy discussed so far. Otherwise the calculation be-

comes exceedingly slow, as every time one needs a m-scheme matrix element, it

has to be read from hard disk. From experience with two-nucleon interactions

one cannot expect converged many-body calculations using three-particle matrix

elements only up to E3max = 8. Converged refers here to the convergence with

respect to model-space size.

The large numbers of T̃ -coefficients and m-scheme matrix elements are caused

by the many combinations of projection quantum numbers that must be included

in the calculation. To get rid of these dependencies we change our strategy and

work with states that provide a coupled total angular momentum J as well as

total isospin T quantum number. We investigate the transformation of matrix

elements with respect to the fully antisymmetrized states |EJTi〉 into the J , T -

coupled scheme in the following subsection. The advantages of this scheme are

discussed at the end of the next subsection.

4.4 J , T -coupling of the m-scheme matrix elements

As outlined in the last subsection, the handling of the m-scheme matrix elements

is problematic because of the large number of T̃ -coefficients and m-scheme ma-

trix elements. To overcome these problems, we calculate J , T -coupled interaction

J. Langhammer 61



4 Three-body Jacobi matrix element transformation into the m-scheme

matrix elements

〈[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT |VNNN |[(j′a, j′b)J ′
ab, j

′
c]JM, [(ta, tb)t

′
ab, tc]TMT 〉

(4.70)

instead of m-scheme matrix elements. Here, ji are the single-particle angular mo-

menta resulting from the (ls)-coupling of the single-particle states. We dropped

the indication of these couplings for brevity. This will reduce the number of matrix

elements significantly. We will discuss all advantages of this scheme after having

derived the required formulas.

In the following we work out the formula for the transformation of the three-

particle relative interaction matrix elements |EJTi〉 into the J , T -coupled states

〈EJTi|VNNN |E ′JT i′〉
−→
〈[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT |VNNN |[(j′a, j′b)J ′

ab, j
′
c]JM, [(ta, tb)t

′
ab, tc]TMT 〉 .

(4.71)

We can use our result for the m-scheme matrix element derived in subsection 4.1.

We start with expanding the coupled states |[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT 〉
in terms of m-scheme states using Clebsch-Gordan coefficients

|[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT 〉a

=
∑

ma,mb
Mab,mc

∑

mta ,mtb
mtab

,mtc

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

|(nala, sa)jama, (nblb, sb)jbmb, (nclc, sc)jcmc, tamtatbmtbtcmtc〉a

=
∑

ma,mb
Mab,mc

∑

mta ,mtb
mtab

,mtc

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

|abc〉a . (4.72)

With help of eq. (4.72) we can express matrix elements in the new coupled scheme

with help of the previously derived m-scheme matrix elements of eq. (4.69). We

62



4.4 J , T -coupling of the m-scheme matrix elements

plug eq. (4.72) into eq. (4.70) and obtain

〈[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT |VNNN |[(j′a, j′b)J ′
ab, j

′
c]JM, [(ta, tb)t

′
ab, tc]TMT 〉

=
∑

ma,mb
Mab,mc

∑

mta ,mtb
mtab

,mtc

∑

m′

a,m′

b

M ′

ab
,m′

c

∑

m′

ta
,m′

tb

m′

tab
,m′

tc

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

×
(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J ′
ab

M ′
ab

)(

J ′
ab j′c

M ′
ab m′

c

∣
∣
∣
∣
∣

J
M

)(

ta ta

m′
ta m′

tb

∣
∣
∣
∣
∣

t′ab

m′
tab

)(

t′ab tc

m′
tab

m′
tc

∣
∣
∣
∣
∣

T

MT

)

× a〈abc|VNNN |a′b′c′〉a . (4.73)

If we now look back at a〈abc|VNNN |a′b′c′〉a in eq. (4.69), we recognize that fur-

ther simplifications are possible. Therefore, we move the unprimed terms inclu-

sive the corresponding sums of eq. (4.73) inside the unprimed T̃ -coefficient of the

m-scheme matrix element and the primed ones in the primed T̃ -coefficient. We

present the simplifications by showing only the relevant part of the m-scheme ma-

trix element and T̃ -coefficient, namely the sum over Jab,J , tab, T and the Clebsch-

Gordan coefficients. Furthermore, we restrict ourselves to the simplification of the

unprimed part from above, since the primed ones can be simplified by analogous

steps.

The relevant part of the unprimed T̃ and the first four Clebsch-Gordans from

eq. (4.73) with the corresponding sums read

∑

ma,mb

∑

Mab,mc

∑

mta ,mtb

∑

mtab
,mtc

×
(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)

×
∑

J̄

∑

J̄ab

∑

t̄ab

∑

T̄

(

ja jb

ma mb

∣
∣
∣
∣
∣

J̄ab

Mab

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J̄
M

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

t̄ab

mtab

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T̄

MT

)

.

(4.74)

Here,
∑

J̄ is the sum overJ from eq. (4.69) and
∑

t̄ab
,
∑

T̄ are also given in eq. (4.69),

since they are implicit in
∑

α. The summation
∑

J̄ab
is the one from inside the

T̃ -coefficient. Moreover, the projection quantum numbers do not require a tilde,

since they are constrained to be the sum of the single-particle projection quantum
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4 Three-body Jacobi matrix element transformation into the m-scheme

numbers. In the next step we only rearrange the terms, i.e.

∑

J̄

∑

J̄ab

∑

t̄ab

∑

T̄

×
∑

Mab,mc

(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

J̄ab jc

Mab mc

∣
∣
∣
∣
∣

J̄
M

)

×
[
∑

ma,mb

(

ja jb

ma mb

∣
∣
∣
∣
∣

Jab

Mab

)(

ja jb

ma mb

∣
∣
∣
∣
∣

J̄ab

Mab

)]

×
∑

mtab
,mtc

(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)(

t̄ab tc

mtab
mtc

∣
∣
∣
∣
∣

T̄

MT

)

×




∑

mta ,mtb

(

ta ta

mta mtb

∣
∣
∣
∣
∣

tab

mtab

)(

ta ta

mta mtb

∣
∣
∣
∣
∣

t̄ab

mtab

)

 . (4.75)

Now, we can apply the orthogonality relation of the Clebsch-Gordan coefficients

(3.11) to the terms inside the brackets, leading to Kronecker deltas that eliminate

the corresponding sums over J̄ab and t̄ab

∑

J̄

∑

J̄ab

∑

t̄ab

∑

T̄

×
∑

Mab,mc

(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

J̄ab jc

Mab mc

∣
∣
∣
∣
∣

J̄
M

)

δJ̄ab,Jab
δMab,Mab

×
∑

mtab
,mtc

(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)(

t̄ab tc

mtab
mtc

∣
∣
∣
∣
∣

T̄

MT

)

δt̄ab,tab
δmtab

,mtab
(4.76)

=
∑

J̄

∑

T̄

×
∑

Mab,mc

(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J
M

)(

Jab jc

Mab mc

∣
∣
∣
∣
∣

J̄
M

)

×
∑

mtab
,mtc

(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T

MT

)(

tab tc

mtab
mtc

∣
∣
∣
∣
∣

T̄

MT

)

. (4.77)

We can again use the orthogonality relation (3.11), yielding

∑

J̄

∑

T̄

δJ̄ ,J δT̄ ,T . (4.78)

We obtain the analogue result from simplification of the primed terms. Due to

the Kronecker delta δJ̄ ,J , the sum over J in eq. (4.69) vanishes. Additionally, the

sums over T and tab that are included in
∑

α in eq. (4.69) can be omitted.
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4.4 J , T -coupling of the m-scheme matrix elements

The final expression for the J -coupled matrix element (4.70) in terms of anti-

symmetric Jacobi matrix elements reads

a〈[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]TMT |VNNN |[(j′a, j′b)J ′
ab, j

′
c]JM, [(t′a, t

′
b)t

′
ab, tc]TMT 〉a

= 3!
∑

lcm

×
∑

α

T̃J






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3






∑

α′

T̃J






a′ b′ c′ J ′
ab J J

ncm lcm n′
12 l′12 n′

3 l′3

s′ab j′12 j′3






×
∑

i

cα,i

∑

i′

cα′,i′

× 〈EJTi|VNNN |E ′JT i′〉 . (4.79)

The T̃J -coefficients are now given by

T̃J






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3






=
∑

Lab

∑

L12

∑

L

∑

S3

∑

Λ

∑

L3

× δ2na+la+2nb+lb+2nc+lc,2ncm+lcm+2n3+l3+2n12+l12

× 〈〈N12L12, n12l12; Lab|nala, nblb〉〉1〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2

×







la lb Lab

sa sb sab

ja jb Jab













Lab lc L
sab sc S3

Jab jc J













l12 l3 L3

sab sc S3

j12 j3 J







×
{

lc L12 Λ

l12 L Lab

}{

lcm l3 Λ

l12 L L3

}{

lcm L3 L
S3 J J

}

× ĵaĵbĵcĴabĵ12ĵ3ŝabĴ Ŝ2
3 L̂2Λ̂2L̂2

3L̂
2
ab(−1)lc+Λ+Lab+L+S3+l12+J , (4.80)

In eq. (4.79),
∑

α denotes a sum over {n12, l12, sab, j12, n3, l3, j3, J} and
∑

α′ a sum

over {n′
12, l

′
12, s

′
ab, j

′
12, n

′
3, l

′
3, j

′
3}. Moreover, the a, b, c in the symbol of the T̃J -coef-

ficient indicate a dependence on na, la, ja etc. but not a dependence on projection

quantum numbers. Instead, they now depend on Jab.

We can identify the advantages of this coupled scheme, from the last two equa-

tions. We have to calculate and store much fewer matrix elements, because single-

particle projection quantum numbers are not resolved anymore. Furthermore,

the matrix elements do not depend on the coupled M and MT quantum num-
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Figure 6 – Memory usage of the T̃J -coefficients for the coupled scheme (a) and
of the J , T -coupled matrix elements (b) as function of maximum total three-
particle energy E3max. The solid black line indicates the available memory of
16 GB in our cluster.

bers. These properties are also translated into the new T̃J -coefficients, since all

Clebsch-Gordan coefficients, which depend on projection quantum numbers, van-

ished. Instead the dependence on Jab appears. But there are much less possible

values for Jab than for all projection quantum numbers.

We stress that in the many-body calculations m-scheme matrix elements are

still needed. But, since the on-the-fly decoupling of the matrix elements (4.70),

which can be stored in memory, is faster than retrieving the m-scheme matrix ele-

ment from a file, the new coupled scheme is very helpful.

In fig. 6, we can see the improvement due to the J -coupling. The memory us-

age of the precomputed T̃J -coefficients is shown in fig. 6(a) again as function of the

maximum three-particle energy E3max. We still use the same storage scheme as for

the T̃ . However, we maintain a loop over the isospin T , despite the T̃ -coefficients

are independent of it, for convenience, because otherwise we would have to initial-

ize a second |α〉 basis. Now the T̃ -memory usage reaches the 16 GB line relevant

for our cluster for E3max = 13. Moreover, e.g. the T̃J -coefficients for E3max = 10

need now ≈ 850 MB memory which corresponds to by a factor 160 reduced mem-

ory demands compared with the T̃ -coefficients we used before. This shows that

the J , T -coupling of the states gives access to larger three-particle energies than

the m-scheme states before. The same is true when we look at the memory us-

age of the J , T -coupled matrix elements, shown in figure 6(b). Here, calculations

up to E3max = 12 are accessible, which was impossible with our old strategy using

m-scheme matrix elements. The reduction of the memory usage for the matrix el-

ements is not only due to the J , T -coupling, because we changed additionally the

storage scheme. We now store only the bare double precision values of the matrix
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4.4 J , T -coupling of the m-scheme matrix elements

elements in . The identification of the corresponding bra and ket states is done

with help of the ordering of the matrix elements.

Obviously, the coupled scheme cannot completely remove the problems but

it shifts the limits to higher three-particle energies and, therefore, enables much

more reasonable calculations. At the moment our implementation can handle the

calculation of coupled matrix elements up to E3max = 12. Accordingly, we present

results of NCSM calculations which use matrix elements up to this energy in sec-

tion 6.

The next step will be to push the energy limit to E3max = 14 and 16 by dividing

the interaction matrix into appropriate parts so that its calculation can be spread

over a number of nodes. Then, each node only needs a certain number of dis-

tinct T̃J -coefficients which will reduce the memory consumption per node. More

details on our current implementation are given in appendix A.
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SECTION 5

Similarity renormalization group

transformation

The similarity renormalization group (SRG) transformation is a tool to soften

an interaction, i.e. to pre-diagonalize its matrix representation. It was first formu-

lated in light-front field theory [23] and in condensed matter physics [24, 25].

We apply the SRG transformation to the nuclear interaction to handle its short

range correlations resulting from the strong repulsion at small inter-nucleon dis-

tances. The general concept of SRG is a unitary transformation of the considered

Hamiltonian in the way that its matrix representation becomes band- or block-

diagonal for a specific basis. As we will see in section 6, this leads to significantly

improved convergence properties in many-body calculations with respect to model-

space size.

In section 5.1 we present the general formalism of the SRG transformation, in-

cluding the renormalization group flow equation. The solution of this flow equa-

tion is discussed in 5.2. For our applications in section 6 and the proper investi-

gation of the impact of the three-nucleon force on our results, it is necessary to

separate the three-nucleon force from the two-nucleon force. Since we get matrix

elements of the combined interactions out of the SRG transformation, we investi-

gate the decomposition into the three-nucleon and the two-nucleon contributions

in section 5.3.

5.1 General formalism

The basic idea of a similarity renormalization group transformation is to carry out

a unitary transformation of the Hamilton operator of a many-body system such
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5 Similarity renormalization group transformation

that its matrix representation becomes more diagonal with respect to a specific

basis. Since the unitary transformation does not change the eigenvalues of the op-

erator, we can use the transformed operator to solve the eigenvalue problem. This

is advantageous, because due to the softer character of the transformed interac-

tion we need smaller model spaces to obtain converged results in many-body cal-

culations using the transformed Hamiltonian compared to calculations with the

bare interaction.

For the transformation we employ a unitary operator Uα depending continu-

ously on a flow parameter α. Thus, the unitary transformation of the initial Hamil-

tonian H0 is given by

Hα = U †
αH0Uα . (5.1)

To derive the renormalization group flow equation we differentiate with respect to

α, i.e.

d

dα
Hα =

( d

dα
U †

α

)
H0Uα + U †

αH0

( d

dα
Uα

)
. (5.2)

For further simplification we can use UαU †
α = 1, leading to

d

dα
Uα = −Uα

dU †
α

dα
Uα . (5.3)

Using this and eq. (5.1) we can simplify eq. (5.2), yielding

d

dα
Hα =

dU †
α

dα
UαU †

αH0Uα + U †
αH0UαU †

α

dUα

dα

= −U †
α

dUα

dα
Hα + HαU †

α

dUα

dα

=
[
−U †

α

dUα

dα
, Hα

]
, (5.4)

where we introduced a commutator in the last line. Thus we have to solve an initial

value problem with initial condition Hα=0 = H0 to find the transformed Hamilto-

nian Hα. Moreover, we define

ηα = −U †
α

dUα

dα
(5.5)

as the generator of the transformation. Finally, the flow equations for the Hamil-
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tonian Hα and analogously for any other observable Oα are given by

dHα

dα
=
[
ηα, Hα

]
, (5.6)

dOα

dα
=
[
ηα, Oα

]
. (5.7)

Obviously, the physics of the transformation is determined by the generator we

use. Typically the generator contains the evolved Hamiltonian, so that the flow

equation for observable O has to be solved simultaneously with the one for the

Hamiltonian.

One important property of ηα is its antihermitian character, since

ηα + η†
α = − d

dα

(
UαU †

α

)
= − d

dα
1 = 0 ⇒ ηα = −η†

α (5.8)

holds. Thus, a typical choice for the generator is a commutator of a hermitian

operator with the evolved Hamiltonian Hα, because this construct is always anti-

hermitian.

In the literature, many possibilities of different generators are discussed. The

first use of this approach by Wegner employed the generator

ηα =
[
diag(Hα), Hα

]
, (5.9)

where diag(Hα) denotes the diagonal part of the Hamilton matrix in a certain basis

[24]. Obviously, the generator does not affect the form of the matrix once it reached

diagonal from during the flow, since the commutator vanishes in this case. There-

fore, the basis used for representation of diag(Hα) defines the basis with respect to

which the Hamiltonian is diagonalized. Furthermore, plugging this ansatz for the

generator into the flow equation (5.6), one can show that the sum of the squares of

the off-diagonal matrix elements decreases monotonically.

Throughout this thesis we employ the commutator of the intrinsic kinetic en-

ergy

Tint = T − Tcm (5.10)

with the evolved Hamiltonian as generator

ηα = (2µ)2
[
Tint, Hα

]
. (5.11)

This form was proposed by Szpigel and Perry [26] and first used by Bogner et. al.

[27]. The flow parameter α has dimension [length4] due to the prefactor (2µ)2,
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with µ = mN

2
as reduced nucleon mass. We omit the prefactor in the following

for brevity. The square of the relative momentum operator, hidden in Tint, can be

rewritten as

~q 2 = ~q2
r +

~L2

r2
, (5.12)

with ~qr as radial part of the momentum and ~L as orbital angular momentum.

Therefore, this generator leads to a band-diagonal matrix in momentum repre-

sentation. This causes a decoupling of high- and low-momentum parts of the in-

teraction with a conversion of the high momentum information of the interaction

into the low-momentum regime. As a consequence, the short-range repulsion of

the interaction is already taken into account in lower-momenta matrix elements

of the transformed Hamiltonian. This causes a softer interaction and much better

convergence properties in NCSM-type calculations, as we will see in section 6.

One crucial feature of the SRG transformation in an A-body system is the gen-

eration of irreducible many-body interactions up to the A-body level. This can be

seen by explicitly working out the commutator relations on the right-hand side of

eq. (5.6) with operators in second quantization. In general, a unitary transforma-

tion of a one-body operator is given by

U † T [1] U = T [1] + T̃ [2] + . . . + T̃ [A] , (5.13)

where the number in the brackets denotes the number of particles that are con-

nected by the operator. The tilde indicates that short-range correlations are tamed

in the operators in the sense that they are less repulsive at short distances. We

see that the one-body component itself does not change via the unitary transfor-

mation. For all interactions of higher particle-order this is the case, e.g., a unitary

transformation of a two-body operator yields

U † V
[2]

NN U = Ṽ
[2]

NN + Ṽ
[3]

NN + · · ·+ Ṽ
[A]

NN , (5.14)

with Ṽ
[2]

NN as the new two-body operator. Therefore, starting with a Hamiltonian

including genuine three-body forces yields the following structure of the trans-

formed Hamiltonian

U † H U = T [1] +
(
T̃ [2] + Ṽ

[2]
NN

)
+
(
T̃ [3] + Ṽ

[3]
NN + Ṽ

[3]
NNN

)
+ . . . . (5.15)

For practical applications of the SRG transformation it is not possible to take all

induced interactions into account. Therefore, we limit the evolution to two- or
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three-body space. This implies that higher-order many-body interactions are dis-

carded. Obviously, omitting of these higher-order many-body interactions de-

stroys the unitarity of the transformation. We will find the signature of this trunca-

tion in our results in section 6. We refer to

V
[3]

ind = T̃ [3] + Ṽ
[3]

NN (5.16)

as induced three-particle interaction.

The next step is the solution of the flow equation (5.6) to obtain the transformed

Hamiltonian Hα. Expansion of the commutators on the right-hand side leads to

dHα

dα
= TintHαHα − 2HαTintHα + HαHαTint . (5.17)

However, the solution of this operator equation is not trivial. Thus, we will switch

to a matrix-element representation of eq. (5.17) for the practical implementation

and solution, as described in the next subsection.

5.2 Solution of the flow equation

In this subsection we concentrate on the solution of the SRG flow equation for the

Hamiltonian (5.17). Since we want to compare the impact of the induced three-

body interaction that are lost during the SRG transformation in two-body space

with the full inclusion of genuine three-nucleon forces later on, we have to solve

the flow equations for three situations separately. Firstly, we investigate the evolu-

tion in three-body space including a genuine three-body force in subsection 5.2.1.

In subsection 5.2.2 we discuss the flow in three-body space with an initial two-

body force only. Finally, in subsection 5.2.3, we concentrate on the evolution in

two-body space again with initial two-body force.

5.2.1 Evolution in three-body space including a genuine three-body force

We start with the evolution of the Hamiltonian including a two- plus three-nucleon

force in the three-particle space. Thus, we use as initial Hamiltonian

H0 = Tint + V N3LO
NN + V N2LO

NNN , (5.18)

with the two-nucleon interaction at N3LO and the three-nucleon interaction at

N2LO of χPT as introduced in section 2. For the solution of the flow equation (5.17),

we use a matrix-element representation with respect to the fully antisymmetrized

relative states |EJTi〉, defined in eq. (3.91). We sandwich eq. (5.17) with these
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states and obtain

d

dα
〈EJTi|Hα|E ′J ′T ′i′〉 = 〈EJTi|TintHαHα|E ′J ′T ′i′〉

−2 〈EJTi|HαTintHα|E ′J ′T ′i′〉
+ 〈EJTi|HαHαTint|E ′J ′T ′i′〉 . (5.19)

We omitted the projection quantum numbers MJ and MT for brevity. From the

MANYEFF-code we obtain matrix elements of the intrinsic kinetic energy Tint and

of the total Hamiltonian Hα=0, given in eq. (5.18). Therefore, we insert identity

operators between all operators on the right-hand side of eq. (5.19), yielding

d

dα
〈EJTi|Hα|E ′J ′T ′i′〉 =
∑

E′′J ′′T ′′i′′

∑

E′′′J ′′′T ′′′i′′′

〈EJTi|Tint|E ′′J ′′T ′′i′′〉〈E ′′J ′′T ′′i′′|Hα|E ′′′J ′′′T ′′′i′′′〉〈E ′′′J ′′′T ′′′i′′′|Hα|E ′J ′T ′i′〉
−2 〈EJTi|Hα|E ′′J ′′T ′′i′′〉〈E ′′J ′′T ′′i′′|Tint|E ′′′J ′′′T ′′′i′′′〉〈E ′′′J ′′′T ′′′i′′′|Hα|E ′J ′T ′i′〉

+〈EJTi|Hα|E ′′J ′′T ′′i′′〉〈E ′′J ′′T ′′i′′|Hα|E ′′′J ′′′T ′′′i′′′〉〈E ′′′J ′′′T ′′′i′′′|Tint|E ′J ′T ′i′〉 .
(5.20)

Furthermore, we make use of the fact that the interaction does not change the J

and T quantum numbers, i.e.,

d

dα
〈EJTi|Hα|E ′JT i′〉 =
∑

E′′i′′

∑

E′′′i′′′

〈EJTi|Tint|E ′′JT i′′〉〈E ′′JT i′′|Hα|E ′′′JT i′′′〉〈E ′′′JT i′′′|Hα|E ′JT i′〉
−2〈EJTi|Hα|E ′′JT i′′〉〈E ′′JT i′′|Tint|E ′′′JT i′′′〉〈E ′′′JT i′′′|Hα|E ′JT i′〉
+〈EJTi|Hα|E ′′JT i′′〉〈E ′′JT i′′|Hα|E ′′′JT i′′′〉〈E ′′′JT i′′′|Tint|E ′JT i′〉 .

(5.21)

Moreover, we know that the interaction does not change the parity of the states.

Therefore, the above coupled differential equations decouple for each T -J-parity

block and they can be solved for each block separately.

For the solution of the system of ordinary differential equations, we use a Runge-

Kutta algorithm with adaptive step size control. Adaptive step size control is indis-

pensable, since the main effect of the flow occurs at the beginning for very low α

parameters. Accordingly, these effects should be considered with very high preci-

sion, by using a very small step size. For larger α parameters the step size can be

increased. Thus the adaptive step size enables reasonable run times of the algo-
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rithm. For more technical details on the implementation we refer to app. A.

Special attention should be payed on the summation limits of the identity op-

erators in eq. (5.21). In principle, they should run over an infinity number of states

|EJTi〉. Since this is obviously impossible we truncate these summations by defin-

ing a maximum energy quantum number for these sums denoted by E3SRG. We will

study the convergence of the results of the SRG transformation with respect to this

truncation in section 6 .

After the SRG transformation we subtract the initial intrinsic kinetic energy Tint

to obtain the transformed interaction matrix element, i.e.,

〈EJTi|
(
Hα − Tint

)
|E ′JT i′〉 = 〈EJTi|

(
T̃

[2]
int + Ṽ

[2]
NN + T̃

[3]
int + Ṽ

[3]
NN + Ṽ

[3]
NNN

)
|E ′JT i′〉 ,

(5.22)

where T̃
[3]
int + Ṽ

[3]
NN is the induced three-body force. Note that the SRG transformed

contributions of the intrinsic kinetic energy is handled different from the interac-

tions, because T̃
[2]
int is the correction to Tint on the two-body level.

In fig. 7(a) we see the absolute value of the intrinsic kinetic energy matrix ele-

ments in the |EJTi〉 basis up to E = 28 as it appears in the generator ηα of the SRG

flow equation. In figs. 7(b)-(f) and 8 we see the change of the absolute value of the

interaction matrix elements (5.22) during the flow for various α parameters from

α = 0.0 fm4 up to α = 5.52 fm4 for J = 1
2

, T = 1
2

and positive parity. Zero values are

indicated by black and larger values are indicated over yellow to white colors. The

block structure that can be seen corresponds to the different blocks with E and E ′

quantum numbers.

We expect the interaction matrix to flow towards the matrix representation of

the intrinsic kinetic energy, as this is a fix point of the flow equation. This behav-

ior can be identified in the matrix plots. In fig. 7(b) we see the interaction ma-

trix before the transformation which has all kinds of large matrix elements. Dur-

ing the flow the matrix elements in the upper right and lower left corner are sup-

pressed. These are the matrix elements between high and low energy states. From

α = 0.16 fm4 to α = 5.12 fm4 the changes of the far off-diagonal matrix elements

is not that large, but in this range we recognize an enhancement of the matrix ele-

ments in the diagonal blocks which carry the same energy quantum number in bra

and ket. Thus the matrix flows towards a band block-diagonal from that is similar

to the matrix representation of the intrinsic kinetic energy.
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5 Similarity renormalization group transformation

E →
.

E′

↓

(a) Tint, α = 0.0 fm4

E →
.

E′

↓

(b) α = 0.00 fm4

E →
.

E′

↓

(c) α = 0.01 fm4

E →
.

E′

↓

(d) α = 0.02 fm4

E →
.

E′

↓

(e) α = 0.04 fm4

E →
.

E′

↓

(f) α = 0.08 fm4

Figure 7 – (a) Matrix elements of the intrinsic kinetic energy with respect to |EJTi〉
states as it appears in the generator ηα. (b)-(f) Interaction matrix elements with
respect to |EJTi〉 states for J = 1

2
, T = 1

2
and positive parity during the SRG flow

up to E = 28.
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5.2 Solution of the flow equation

E →
.

E′

↓

(g) α = 0.16 fm4

E →
.

E′

↓

(h) α = 0.32 fm4

E →
.

E′

↓

(i) α = 0.64 fm4

E →
.

E′

↓

(j) α = 1.28 fm4

E →
.

E′

↓

(k) α = 2.56 fm4

E →
.

E′

↓

(l) α = 5.12 fm4

Figure 8 – (g)-(l) Interaction matrix elements with respect to |EJTi〉 states for J =
1
2

, T = 1
2

and positive parity during the SRG flow up to E = 28.
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5 Similarity renormalization group transformation

5.2.2 Evolution in three-body space with initial two-nucleon interaction only

Now, we discuss the evolution of a Hamiltonian including only the N3LO two-body

interaction in the three-body space. Even in the generator ηα of the SRG transfor-

mation this Hamiltonian appears. Thus, the initial Hamiltonian and generator are

given by

H0 = Tint + V N3LO
NN ηα=0 =

[
Tint, Hα=0

]
. (5.23)

Besides, there are no changes on the presented procedure of section 5.2.1. In par-

ticular, we use the same basis states |EJTi〉 for the matrix element representation

and we again get the matrix elements from the MANYEFF-Code.

Since we work with three-nucleon states, the evolved matrix elements also in-

clude induced three-body forces, but no transformed parts of the genuine three-

body interaction. Again, we subtract the intrinsic kinetic energy after the SRG

transformation and obtain the SRG transformed interaction matrix elements as

〈EJTi|
(
Hα − Tint

)
|E ′JT i′〉 = 〈EJTi|

(
T̃

[2]
int + Ṽ

[2]
NN + T̃

[3]
int + Ṽ

[3]
NN

)
|E ′JT i′〉 , (5.24)

where T̃
[3]
int + Ṽ

[3]
NN is the induced three-body force.

We stress that the induced three-nucleon force here is different from the one we

obtained in the last subsection. This is caused by the different generators. In the

last subsection the generator contains initially the genuine three-body interaction,

whereas it contains here initially only the two-body interaction. Later on we want

to compare the influence of the genuine three-nucleon interactions on our results

to the situation without initial genuine three-nucleon force. Therefore, we only

investigate the induced three-body force from the evolution in three-body space

without three-body interaction in the initial Hamiltonian separately, namely the

one we identified in eq. (5.24).

5.2.3 Evolution in two-body space

Finally, we present the evolution in the two-body space of the Hamiltonian includ-

ing a two-nucleon interaction. Therefore, the initial Hamilton operator reads again

H0 = Tint + V N3LO
NN . (5.25)

The difference to the evolution described in the last subsection is that we now work

exclusively in the two-body space. The flow equation for the operator is the same
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5.3 Separation of the transformed three-nucleon interaction

as in eq. (5.17), but now we use the J-coupled two-body relative states

|(nl, S)JMJ , TMT 〉 . (5.26)

for the transition into matrix-element representation. Here, n and l are two-body

relative harmonic oscillator radial and orbital angular momentum quantum num-

bers. Moreover, ~l couples with the coupled spin of the two particles ~S to total an-

gular momentum of the two nucleons denoted by the quantum number J and its

projection quantum number MJ . Finally the isospins of both particles are coupled

to total isospin ~T .

Since this is a two-body basis, no three- or higher-order many-body interac-

tions remain during the SRG flow. Thus, the transformed interaction matrix ele-

ments are given by

〈(nl, S)JMJ , TMT |
(
Hα − Tint

)
|(n′l′, S ′)JMJ , TMT 〉

= 〈(nl, S)JMJ , TMT |
(
T̃

[2]
int + Ṽ

[2]
NN

)
|(n′l′, S ′)JMJ , TMT 〉 (5.27)

Finally, we stress that the operators T̃
[2]
int + Ṽ

[2]
NN are the same as in eqs. (5.24) and

(5.22), though different generators were used for the transformations. This results

from the fact that two-particle interactions are not affected by the included three-

particle interactions during the flow and can be verified by explicitly working out

the commutators on the right-hand side of the flow equation.

To discuss the influence of the three-nucleon force, either induced or genuine,

on the results of the many-body calculations we have to separate it from the two-

nucleon force. This will be done in the following subsection.

5.3 Separation of the transformed three-nucleon interaction

In order to study the impact of the different interactions on the results of many-

body calculations we have to subtract the two-body part of the interaction matrix

elements in eqs. (5.24) and (5.22) yielding matrix elements of the induced three-

body force and matrix elements of induced plus transformed genuine three-body

forces, respectively.

To carry out calculations for a three-body system, e.g. the triton, we can use

the matrix elements that result from the SRG transformation without any change.

But in order to study A-particle systems we must subtract the two-body interac-

tion contributions from the SRG transformed matrix elements, because otherwise

the two-body interaction get the wrong weight during a direct calculation with the

transformed matrix elements.
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5 Similarity renormalization group transformation

Now we investigate the separation of the three-nucleon force, therefore, we fol-

low the strategy shown in the flow chart in fig. 9. In the following, we briefly discuss

each step and give the formulas if necessary.

We see two main paths independent from each other until the matrix elements

are subtracted. The left path describes how the matrix elements containing in-

duced or induced-plus-genuine three-body forces have to be prepared for the sub-

traction. All necessary steps from this path were already discussed: first we solve

the SRG flow equation in three-body space and obtain matrix elements including

three-body forces. Then, these matrix elements are transformed into the J , T -

coupled scheme as described in section 4.4. After that the matrix elements are

ready for the subtraction of the two-nucleon part.

For a consistent subtraction we convert the matrix elements of the two-nucleon

forces into three-particle matrix elements in the J , T -coupled scheme, too. The

individual steps are shown in the right path of the flowchart in fig. 9. We start with

matrix elements of Tint + VNN using the two-body Jacobi basis

|(nl, S)JMJ , TMT 〉 , (5.28)

as described in section 5.2.3, whereat we omitted the isospin in fig. 9 for brevity.

The first step is to solve the SRG flow equation for these matrix elements, as de-

scribed in section 5.2.3. The SRG transformed two-body relative interaction matrix

elements

〈(nl, S)JMJ , TMT |T̃ [2]
int + Ṽ

[2]
NN |(n′l′, S)JMJ , TMT 〉 (5.29)

are then converted into J-coupled two-body matrix elements including the center-

of-mass degrees of freedom. This is the analogous transformation as in section 4,

but on two-body level. Accordingly, this transformation is simpler and well-known

from many applications, e.g. see [28]. The interested reader can find the transfor-

mation formulas in appendix B.

The J-coupled matrix elements read

〈[(nala, sa)ja, (nblb, sb)jb]JMJ, TMT |T̃ [2]
int + Ṽ

[2]
NN |[(n′

al
′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ, TMT 〉 ,

(5.30)

where the orbital angular momentum quantum numbers li are defined with re-

spect to the single-particle coordinates.

Next, we break up the (jj)-coupling of the states, yielding two-body m-scheme

matrix elements. Thereby, we encounter Clebsch-Gordan coefficients. The trans-
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5.3 Separation of the transformed three-nucleon interaction

Separation of the three-nucleon interaction

〈EJT i|V [2]
NN

(+V
[3]

NNN
)|E′JT i′〉 〈(nl, S)JMJ |V [2]

NN
|(n′l′, S′)JMJ〉

SRG transformation
in two-particle space

SRG transformation
in three-particle space

〈(nl, sab)JMJ |T̃ [2]
int

+ Ṽ
[2]

NN
|(n′l′, s′

ab
)JMJ〉

transformation into J-coupled
two-body matrix elements

〈EJT i|T̃ [2]
int

+ Ṽ
[2]

NN
+ T̃

[3]
int

+Ṽ
[3]

NN
(+Ṽ

[3]
NNN

)|E′JT i′〉
〈(ja, jb)JMJ|T̃ [2]

int
+ Ṽ

[2]
NN
|(j′a, j′

b
)JMJ〉

break up of (jj)-coupling leading to
two-body m-scheme matrix elements

〈ab|T̃ [2]
int

+ Ṽ
[2]

NN
|a′b′〉

transformation into J , T -coupled
matrix elements according to section 4.4

conversion into three-body m-scheme
matrix elements (Slater rules)

〈abc|T̃ [2]
int

+ Ṽ
[2]

NN
|a′b′c′〉

coupling to J , T -coupled matrix elements

〈[(ab)Jab, c]J |T̃ [2]
int

+ Ṽ
[2]

NN
+ T̃

[3]
int

+Ṽ
[3]

NN
(+Ṽ

[3]
NNN

)|[(a′b′)J ′
ab

, c]J 〉
〈[(ab)Jab, c]J |T̃ [2]

int
+ Ṽ

[2]
NN
|[(a′b′)Jab, c

′]J 〉

subtraction yields

〈[(ab)Jab, c]J |T̃ [3]
int

+ Ṽ
[3]

NN
(+Ṽ

[3]
NNN

)|[(a′b′)Jab, c
′]J 〉

Figure 9 – Steps towards the consistent separation of the three-nucleon force. The
isospin is omitted for brevity.
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5 Similarity renormalization group transformation

formation is given by

〈(nala, sa)jama, (nblb, sb)jbmb, tamtatbmtb |T̃
[2]
int + Ṽ

[2]
NN

× |(n′
al

′
a, sa)j

′
am

′
a, (n

′
bl
′
b, sb)j

′
bm

′
b, tam

′
tatbm

′
tb
〉

=
∑

JMJ

∑

TMT

(

ja jb

ma mb

∣
∣
∣
∣
∣

J

MJ

)(

j′a j′b

m′
a m′

b

∣
∣
∣
∣
∣

J

MJ

)(

ta tb

mta mtb

∣
∣
∣
∣
∣

T

MT

)(

ta tb

m′
ta m′

tb

∣
∣
∣
∣
∣

T

MT

)

(5.31)

× 〈[(nala, sa)ja, (nblb, sb)jb]JMJ, TMT |T̃ [2]
int + Ṽ

[2]
NN |[(n′

al
′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ, TMT 〉

The matrix elements (5.31) are then converted into three-body matrix elements.

We obtain them by evaluating matrix elements of the two-body interaction in the

three-body m-scheme basis. Thereby we employ the so-called Slater rules, given

here by

a〈abc|T̃ [2]
int + Ṽ

[2]
NN |a′b′c′〉a = 0 (5.32)

a〈abc|T̃ [2]
int + Ṽ

[2]
NN |a′b′c〉a = a〈ab|T̃ [2]

int + Ṽ
[2]

NN |a′b′〉a (5.33)

a〈abc|T̃ [2]
int + Ṽ

[2]
NN |a′bc〉a = a〈ab|T̃ [2]

int + Ṽ
[2]

NN |a′b〉a + a〈ac|T̃ [2]
int + Ṽ

[2]
NN |a′c〉a (5.34)

a〈abc|T̃ [2]
int + Ṽ

[2]
NN |abc〉a = a〈ab|T̃ [2]

int + Ṽ
[2]

NN |ab〉a + a〈ac|T̃ [2]
int + Ṽ

[2]
NN |ac〉a

+ a〈bc|T̃ [2]
int + Ṽ

[2]
NN |bc〉a (5.35)

where a, b and c summarize the quantum numbers for one particle, i.e.

|abc〉a = |(nala, sa)jama, (nblb, sb)jbmb, (nclc, sc)jcmc, tamtatbmtbtcmtc〉a . (5.36)

Which one of the four rules above applies, depends on how many quantum num-

bers in the bra and ket are different. The primes in the ket indicate that the quan-

tum numbers are different from all quantum numbers in the bra.

Thereafter, we have three-body m-scheme matrix elements of the SRG trans-

formed Hamiltonian containing only two-body interactions

〈abc|T̃ [2]
int + Ṽ

[2]
NN |a′b′c′〉 . (5.37)

Finally, we have to transform these states into the J , T -coupled scheme, as we did

for the three-body m-scheme matrix elements in section 4.4. We achieve this in

the same way as in eq. (4.73).

At the end we have matrix elements

〈[(ja, jb)Jab, jc]JM, (tab, tc)TMT |T̃ [2]
int + Ṽ

[2]
NN |[(j′a, j′b)J ′

ab, j
′
c]JM, (t′ab, tc)TMT 〉 (5.38)
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5.3 Separation of the transformed three-nucleon interaction

in the J , T -coupled scheme, that now can be used for consistent subtraction.

After the subtraction we end up with the matrix elements

〈[(ja, jb)Jab, jc]JM, (tab, tc)TMT |T̃ [3]
int + Ṽ

[3]
NN + Ṽ

[3]
NNN |[(j′a, j′b)J ′

ab, j
′
c]JM, (t′ab, tc)TMT 〉

(5.39)

including the three-body forces only. These can now be used for many-body cal-

culations for any nuclei.

It is important to use the same truncation of the summations on the right-hand

side of for the flow equations for the evolution with two- plus three-body interac-

tions and with two-body interactions only. Therefore, we employ the same maxi-

mum three-particle energy E3SRG in both cases.

We stress that all interactions used for the SRG transformation and the subtrac-

tion process are charge invariant, meaning the interaction matrix elements do not

depend on the MT quantum number. This translates in particular into the matrix

elements (5.39). In the next section we present our results for NCSM and Hartree-

Fock calculations including these matrix elements.
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SECTION 6

Chiral three-body force in many-body

calculations

In this section we present calculations with various combinations of the inter-

actions we derived in the previous subsection. All calculations are in principle

based on the same Hamiltonian, given by

H = (T − Tcm) + VNN + VNNN . (6.1)

The kinetic energy part is represented by T − Tcm, which is the intrinsic kinetic

energy

Tint =
2

A

1

2µ

A∑

i<j

~q 2
ij , (6.2)

since properties of the investigated nuclei must not depend on its center-of-mass

motion.

As two-body interaction we basically use the N3LO two-body interaction from

χEFT by Entem and Machleidt [10]. Whenever we discuss SRG transformed inter-

actions the complete Hamiltonian (6.1) is transformed consistently. For the many-

body calculations we take the charge dependence of the two-body interaction into

account. Consequently, interaction matrix elements of the two-body interaction

depend on the projection quantum number of the total isospin MT .

There exist at least two different choices for the three-body interaction. We use

the abbreviations shown in table 2 to specify the used interaction. The term ‘NN-

only’ refers to a calculation with the above mentioned N3LO two-body interaction

only. A calculation with N3LO two-body interaction plus the corresponding in-
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6 Chiral three-body force in many-body calculations

abbreviation interaction type

NN-only
no three-body interaction, as in section 5.2.3
but with MT dependence

NN+NNN-induced
NN + induced three-body interaction from SRG evolution
in three-body space with initial two-body interaction

NN+NNN
NN + genuine N2LO three-body interaction + induced
three-body force due to SRG in three-particle space

Table 2 – Abbreviations for the different calculation types.

duced three-body interaction is referred to as ‘NN+NNN-induced’. This implies

that there are no effects of genuine three-body forces included in these types of

calculations. Finally, ‘NN+NNN type’ calculations include the genuine three-body

forces as well as the induced three-body forces. Therefore, we can study the im-

pact of the genuine N2LO three-body force by comparing the results of NN+NNN-

induced calculations to those of NN+NNN calculations.

In the following, we present two kinds of calculations. Firstly, in section 6.1.1,

we investigate the behavior of the three interaction types in the ab initio no-core

shell model (NCSM) and the importance-truncated no-core shell model (IT-NCSM).

Converged results with these methods are restricted to light nuclei, because heav-

ier nuclei need to be considered in large, untractable model spaces to account for

the complex properties of the nuclear interaction. Nevertheless, the advantage is

that one can assess the quality of the nuclear interaction by comparing the con-

verged results with experiments, since they are exact.

In contrast, the Hartree-Fock method provides only approximative calculations

which are in return applicable to the whole nuclear chart and, therefore, are pre-

destinated for first studies of the influence of three-body forces on the binding

energy and charge radii systematics. This is discussed in section 6.2.

6.1 Studies of the N2LO three-body interactions in the (IT-)NCSM

6.1.1 (Importance-truncated) no-core shell model

In this section we briefly discuss the no-core shell model (NCSM) as one possibility

to exactly solve the eigenvalue problem of the Hamilton operator. Afterwards, we

investigate the importance-truncated no-core shell model (IT-NCSM) that enables

calculations for heavier nuclei and larger model spaces than the NCSM.

The general idea of the NCSM is to translate the Hamilton operator of the nu-

clear many-body system into matrix representation and to solve the eigenvalue
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problem of this matrix numerically. This matrix eigenvalue problem is given by







H11 H12 · · ·
H21 H22 · · ·

...
...

. . .













Cν
1

Cν
2

...







= Eν







Cν
1

Cν
2

...







, (6.3)

where the matrix elements are Hij = 〈φi|H|φj〉. Moreover, the coefficients

Cν
i = 〈φi|Eν〉 (6.4)

are the expansion coefficients of the eigenstate |Eν〉 in the chosen basis {|φi〉}. In

the NCSM these basis states |φi〉 are Slater determinants of harmonic-oscillator

single-particle states, equivalent to A-particle m-scheme states. Obviously, this

Slater determinant basis consists of an infinite number of states and has to be

truncated to make the model space finite and the eigenvalue problem tractable.

This truncation is in the NCSM defined by a restriction on the maximum number

of harmonic-oscillator excitation quanta Nmax. This means that all Slater deter-

minants within the NCSM model space have unperturbed excitation energies up

to Nmax~Ω, as illustrated in fig. 10. The use of harmonic oscillator states as basis

combined with this truncation scheme has the advantage that one can guarantee

the proper separation of the center-of-mass part of the state from its relative part.

Therefore, spurious center-of-mass contaminations of the eigenstates are absent.

For the solution of the matrix eigenvalue problem one applies a Lanczos-type

algorithm [29, 30]. This is a very efficient tool if only few eigenstates of the matrix

have to be determined. This is the case for the nuclear Hamiltonian, since of-

ten only the energetically lowest eigenstates or eigenstates with certain quantum

numbers are of interest. The only limitation of this approach is the model-space

size that directly determines the dimension of the matrix. It grows factorially with

Nmax and particle number A. Currently, dimensions of 1010 are the upper limit of

tractable matrices during the computations. Unfortunately, the model spaces of-

ten need to be that large (and larger) to account for all correlations of the nuclear

system and to obtain converged results.

This is exactly where IT-NCSM comes into play. It is a tool to reduce the model

space to tractable size without loss of accuracy of the eigenenergies compared to

NCSM calculations (see [6] for a thorough discussion). The idea is to exploit that

we are usually only interested in a few low-lying eigenstates of the Hamiltonian.

This information is explicitly taken into account during the construction of the

model space for the matrix representation. Therefore, the main ingredient is an a

priori importance measure for the individual basis states |φi〉.
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b b

b b bb

b b

n1~Ω

n2~Ω

∑

i

ni~Ω ≤ Nmax~Ω

Figure 10 – Illustration of the truncation scheme in the NCSM for 8 particles. We
see the harmonic oscillator potential and its energy shells (horizontal lines).
The dots indicate single-particle states that altogether build the unperturbed
many-body ground state. In the NCSM model space all Slater determinants with
excitation energy up to Nmax~Ω on top of this ground state are considered.

The typical modus operandi for the model-space construction is outlined in

the following: One starts with a given model spaceM spanned by Slater determi-

nants |φi〉 and a reference state |Ψref〉 ∈ Mref ⊂ M as approximation for the target

state that we want to determine later by the diagonalization. This reference state

already carries the correct quantum numbers of the target state, and it might re-

sult, e.g., from a NCSM-type diagonalization inMref. The next step is to quantify

the importance of the basis states of the model spaceM that are not included in

Mref. For this we make use of multi-configuration many-body perturbation theory

[31, 32] and consider the first perturbative correction for the reference state |Ψref〉,
given by

|Ψ(1)〉 = −
∑

φi /∈Mref

〈φi|H|Ψref〉
ǫi − ǫref

|φi〉 , (6.5)

where ǫi are the unperturbed energies of the basis states from outside the refer-

ence space and ǫref = 〈Ψref|H|Ψref〉 [6]. To evaluate the right-hand side we can

insert |Ψref〉 as expansion in terms of the basis states |φi〉. In the special case that

the reference state is given by a single Slater determinant, everything reduces to

ordinary many-body perturbation theory. Now we can use the coefficient

κi =
〈φi|H|Ψref〉

ǫi − ǫref

(6.6)

as a priori importance measure for the basis state |φi〉, since it indicates a large in-

fluence on the correction to the reference state if its absolute value is large. There-

fore, all basis states with |κi| ≤ κmin are omitted, yielding the importance truncated
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model space. The diagonalization of the matrix is then performed in this smaller

space. Executing this procedure for different values of κmin allows the extrapola-

tion of the results for κmin → 0. It turns out that these extrapolated results offer

both, a reduction of the model space and results for eigenenergies and angular

momentum quantum numbers that are in very good agreement with full NCSM

calculations [6, 33].

From eq. (6.6) we can identify two reasons that imply a small importance mea-

sure: Firstly, the energy denominator can become large for energetically high ba-

sis states in the model space. Thus, the exclusion of these states corresponds in

principle to the truncation in standard NCSM-type calculations, where states with

high energies are also excluded by the Nmax truncation. Secondly, the numerator

in eq. (6.6) can be small due to specific properties of the Hamiltonian and the con-

sidered reference state. This type of truncation cannot be identified in the NCSM

truncation and is the main advantage of IT-NCSM.

The outlined procedure for the importance truncation of the model space can

be cast into a sequential scheme: One starts with a certain model space and refer-

ence state and reduces the model space with help of the importance measure (6.6).

Then one diagonalizes the Hamiltonian in the importance truncated model space,

yielding an eigenstate that can now be used as reference state for the next larger

model space. Then the procedure starts again and one can progress to successively

larger model spaces.

Altogether, the reduction of the model space is very powerful, since it facilitates

calculations in regions that are not tractable with the standard NCSM. For example
16O calculations for Nmax = 10, which are untractable in the NCSM framework, are

possible within the IT-NCSM, since the model space dimension reduces from 1010

by several order of magnitude basis states. One can even go beyond Nmax = 10 up

to Nmax = 22 importance truncated spaces with IT-NCSM.

In the following, we show results for 4He and 6Li in model spaces that are trac-

table also by the standard NCSM. Therefore, we employed IT-NCSM only for con-

venience, since the results are the same as the NCSM results but the computation

is less demanding. The appearing error bars in the plots of the IT-NCSM data result

from the extrapolation. The smallest κmin we use is 10−5.

6.1.2 Ground-state energy for 4He including the bare N2LO three-body force

We start our investigations with the calculation of the 4He ground-state energy

via the NCSM with the bare, meaning not SRG transformed, N3LO two-body plus

N2LO three-body force. The results for ground-state energies in different model

spaces are shown in fig. 11 as function of the harmonic-oscillator frequency. Firstly,
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Figure 11 – Ground-state energy of 4He as function of the harmonic oscillator fre-
quency for calculations in different model spaces: Nmax = 2 ( l), Nmax = 4 ( �),
Nmax = 6 ( s), Nmax = 8 ( �), Nmax = 10 ( :). Lines to guide the eye.

the results are not converged with respect to model-space size, since every time

we increase Nmax the energy changes. Moreover, we recognize a strong depen-

dence of the results for a certain model-space size on the harmonic-oscillator fre-

quency. There seems to be a correlation between the rate of convergence and the

frequency ~Ω, since the results for frequencies above ~Ω = 30 MeV reach the rea-

sonable energy regime around −28 MeV much faster than e.g. computations with

~Ω = 20 MeV. This behavior is already known from calculations including two-

body interactions only.

We conclude that it is not trivial to obtain reasonable, converged results using

the bare N2LO three-body interaction, even for 4He. To overcome this obstacle we

use the SRG transformed interactions as discussed in the next subsection.

Nevertheless, we stress that we carried out the first 4He calculation within a

Nmax = 10 model space build of m-scheme states. This is a result of our strategy to

transform the antisymmetrized Jacobi matrix elements into J , T -coupled matrix

elements that are decoupled in the many-body calculation.

6.1.3 4He ground state energy with SRG transformed N2LO three-body inter-

action

In this section, we investigate results for the 4He ground-state energy for different

SRG flow parameters in NN+NNN IT-NCSM calculations with a harmonic oscilla-

tor frequency ~Ω = 28 MeV. In fig. 12 we plot the ground-state energy against Nmax.

The blue circles are the results with the bare interaction that we have seen already

in the previous subsection.

As expected the SRG transformation drastically improves the convergence prop-

erties of the ground-state energy with respect to model-space size. The conver-
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Figure 12 – Ground-state energy of 4He for different SRG parameters α in NN+NNN
IT-NCSM calculations as function of Nmax. The SRG parameters are α = 0.0 fm4

( l), 0.01 fm4 ( �), 0.02 fm4 ( s), 0.04 fm4 ( �), 0.08 fm4 ( :), 0.16 fm4 (/), 0.32 fm4

( 6). Note the different energy ranges in plots (a) and (b). Lines to guide the eye.

gence is accelerated when we increase the flow parameter α, which indicates a

softer character of the interaction. Moreover, the energy is already converged for

Nmax = 6 using α = 0.08 fm4. Furthermore, using α = 0.32 fm4 yields converged

results in the Nmax = 4 model space.

Additionally, all calculations seem to converge to the same energy around−28.5

MeV which is the the ground-state energy that results from NCSM calculations

with the bare interaction, too [34]. This would imply α-independence and mirror

the unitarity of the SRG. However, if we zoom in, as shown in fig. 12(b), we recog-

nize that only the results for α ≤ 0.08 fm4 approach the same energy. Increasing

α to 0.16 fm4 leads to ≈ 80 keV deviations although the results for α = 0.08 fm4 are

already converged at Nmax = 6. The deviations increase to ≈ 190 keV when we

use α = 0.32 fm4 for the interaction. These deviations must be the signature of

the lost induced four-body forces during the SRG transformation, as also found in

[34]. Because we omitted these the transformation is only approximately unitary

and, therefore, the eigenvalues of the Hamiltonian can change. Thus, we stay in

the α-range up to α = 0.08 fm4 for all further investigations.

We stress that this behavior is significantly improved compared to calculations

with SRG transformed two-body interactions only. There results for interactions

with different SRG parameters converge to completely different energies as we will

see in subsection 6.1.5.

Before we investigate the contributions of the different parts of the three-body

interaction to the results in fig. 12 in section 6.1.5, we study the influence of the

truncated summations during the SRG transformation on our results.
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(c) 4He

~Ω = 24 MeV

2 4 6 8 10 12
Nmax

(d) 4He

~Ω = 28 MeV

Figure 13 – Comparison of NN+NNN IT-NCSM 4He-ground-state energy calcula-
tions for different truncations of the summation bounds during the SRG trans-
formation: E3SRG = 28 ( l), E3SRG = 32 ( �). The SRG parameter is α = 0.08 fm4.

6.1.4 Dependence on the energy cutoff E3SRG

In section 5.2.1 we mentioned the truncation of the summations on the right-hand

side of the SRG flow equation (5.21) by defining a maximum harmonic oscilla-

tor quantum number E3SRG. It is important that our results are independent of

this truncation. In the following we investigate whether this criterion is fulfilled.

Therefore, we compare 4He calculations with E3SRG = 28 to those with E3SRG = 32.

The SRG parameter is α = 0.08 fm4 and the harmonic-oscillator frequency varies

from 16 MeV to 28 MeV. The results for 4He in fig. 13 and for 6Li in fig. 14 show the

importance of this study. For harmonic-oscillator frequency 28 MeV and also for

24 MeV the truncation is no problem, as the results of both truncations lie on top

of each other for both nuclei. But the situation changes for lower frequencies: For
4He and ~Ω = 20 MeV we recognize a deviation of the results depending on E3SRG

of about 100 keV. These deviations increase to 300 keV for ~Ω = 16 MeV, where,

additionally, the results are not converged with respect to model space size. In

case of 6Li the deviations for ~Ω = 20 MeV are about 0.2 MeV and for ~Ω = 16 MeV
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Figure 14 – Comparison of NN+NNN IT-NCSM 6Li-ground-state energy calcula-
tions for different truncations of the summation bounds during the SRG trans-
formation: E3SRG = 28 ( l), E3SRG = 32 ( �). The SRG parameter is α = 0.08 fm4.

they increase to≈1.1 MeV. Additionally, the results are not converged with respect

to model space size. It is likely that for the low frequencies even the E3SRG = 32

truncation is not sufficient and one has to push E3SRG to 36 or 40.

Whether the dependence on E3SRG returns for higher harmonic-oscillator fre-

quencies has to be investigated further. Moreover, it is interesting to study if it

is sufficient to use a truncation scheme that depends on the total relative angular

momentum quantum number of the matrix elements under consideration. For ex-

ample, one could think of a high E3SRG for the transformation of matrix elements

with small total angular momentum quantum numbers J and to decrease it for

matrix elements with larger J instead of using the same truncation for all matrix

elements. This changed truncation might have no effects on the results, because

one expects matrix elements including states with high J to be less important for

the overall result as long the eigenstates under consideration have low angular

momentum quantum numbers. If this could be confirmed, it will facilitate the

SRG transformation because of the reduced memory consumption. Furthermore,
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the results may be different for other nuclei. All these points cannot be discussed

within this thesis and, will be addressed in future studies.

Since the situation for ~Ω = 28 MeV is not problematic we use this frequency

for our further investigations.

6.1.5 4He – contribution of the three-nucleon force on the ground-state energy

Finally, we study the impact of the different three-nucleon interactions on the re-

sults for the ground-state energy of 4He. We start with the comparison of NN-

only to NN+NNN-induced calculations, as shown in fig. 15. Firstly, we remark that

the NN-only calculations (open symbols) are converged for all α parameters for

Nmax ≥ 14 model spaces, though they converge to different energy values and the

results are α dependent. This is caused by the loss of unitarity of the SRG trans-

formation due to the omission of three- and four-body forces [34]. This should

be improved when we solve the SRG flow equation in three-body space, since we

then take the induced three-body force into account. This is exactly what we see

from the results of NN+NNN-induced calculations (filled symbols). The results for

α = 0.04 fm4 and α = 0.08 fm4 are already converged to−25.3 MeV which shows the

repulsive character of the induced three-body forces compared to the NN-only re-

sults. The calculations with the two lower α parameters are not fully converged in

the Nmax = 12 model space but they seem to approach the same energy. There-

fore, the results including the induced three-body forces are α independent for

α ≤ 0.08 fm4 and induced four-body forces are negligible. However, for larger val-

ues of α the four-body forces start contributing as we have seen in section 6.1.3.

Next, we investigate the results of NN+NNN-induced vs. NN+NNN calcula-

tions, shown in fig. 16. The genuine three-body force generates more attraction

compared to the induced three-body force. Therefore, the results converge to the

lower energy of−28.43 MeV. As before, the results for α = 0.04 fm4 and α = 0.08 fm4

are already fully converged in the Nmax = 10 model space, whereas the results for

the smaller α seem to approach the same energy but need a larger model space

than Nmax = 12 for convergence. Moreover, the α-independence of the results

is maintained. The comparison of the convergence properties is illustrated in

fig. 17(b).

Finally, we compare the results of NN-only to NN+NNN calculations, as shown

in fig. 17. Again, we see the convergence of the NN-only results to different energy

values as discussed above. Moreover, we notice that the NN+NNN calculations

converge to the same energy as the α = 0.08 fm4 NN-only ones. This corresponds

to the hitherto existing method of fine-tuning the α parameter to match experi-

mental results [35]. Due to the α-independence of the results this is now no more
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Figure 15 – 4He ground-state energy calculations: NN-only (open symbols) vs.
NN+NNN-induced (filled symbols). The SRG parameters are α=0.01 fm4 ( l,◦);
0.02 fm4 ( �,⋄); 0.04 fm4 ( s,△); 0.08 fm4 ( �,�). The harmonic-oscillator fre-
quency is ~Ω = 28 MeV.
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Figure 16 – 4He ground-state energy calculations: NN+NNN-induced (open sym-
bols) vs. NN+NNN (filled symbols). The SRG parameters are α=0.01 fm4 ( l,◦);
0.02 fm4 ( �,⋄); 0.04 fm4 ( s,△); 0.08 fm4 ( �,�). The harmonic-oscillator fre-
quency is ~Ω = 28 MeV.
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Figure 17 – (a): 4He ground-state energy calculations: NN-only (open symbols) vs.
NN+NNN (filled symbols). The SRG parameters are α=0.01 fm4 ( l,◦); 0.02 fm4

( �,⋄); 0.04 fm4 ( s,△); 0.08 fm4 ( �,�). The harmonic-oscillator frequency is
~Ω = 28 MeV. (b): Same results as in (a) but we shifted the NN-only results
such that they match the NN+NNN results at Nmax = 12. Lines to guide the eye.

necessary for 4He and should be investigated for other nuclei, too.

Furthermore, we compare the rate of convergence of the NN-only calculations

to the NN+NNN calculations with help of fig. 17(b). We shifted the NN-only re-

sults such that the results for Nmax = 12 match the NN+NNN results. Thereby, we

observe that the rate of convergence is very similar for both calculations. If we

look at the results for Nmax = 6 up to Nmax = 10 they are almost perfectly on top

of each other, i.e., the convergence pattern is the same in both calculations. This

is very helpful, since it means that the convergence properties do not change if

we include genuine and induced three-body interactions to the NN-only calcula-

tions. Instead the three-body forces generate an energy shift only. Thus, we can

identify this energy shift from the comparison of NN-only with NN+NNN results

in the largest model space in which three-body forces can be handled. Then we

can “extrapolate” the NN+NNN results using the NN-only convergence pattern to

determine the ground-state energy. Unfortunately, this enables only the determi-

nation of eigenvalues of the Hamiltonian and not the eigenstates. However, this

might be a hint that it is sufficient to employ three-body matrix elements only up

to a lower Nmax than the two-body matrix elements in the calculations. In this case,

we would have access to the eigenstate of the Hamiltonian, too.
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6.2 Three-body interactions and the Hartree-Fock method

As second kind of many-body calculation we deal with the Hartree-Fock method.

Firstly, we briefly discuss the theoretical formalism in subsection 6.2.1. Secondly,

we present first results of ground-state energy and charge radius systematics for

the nuclei 4He, 16O, 40Ca, 48Ca and 90Zr including chiral three-body forces in sub-

section 6.2.2.

6.2.1 Formalism

In the context of nuclear physics the Hartree-Fock method is the application of

a variational calculation to the system of protons and neutrons. The variational

principle [36, 37] implies that the solution of the Schrödinger equation is equiva-

lent to finding the stationary points of the energy functional

E[|Ψ〉] =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 . (6.7)

This method is helpful especially when one is interested in the ground state of a

system, since in this case the corresponding stationary point is the absolute min-

imum of the functional. If the state |Ψ〉 resides in the complete Hilbert space, one

finds the exact solutions of the eigenvalue problem of the Hamiltonian. When

we, in contrast, parametrize the state |Ψ〉 only in a subset of the complete Hilbert

space, the variation yields approximations of the eigenstates and eigenenergies.

The fundamental constraint in the Hartree-Fock approximation is that the state

|Ψ〉 is given as a single Slater determinant made up of A single-particle states

|Ψ〉 =
A∏

i=1

a
†
i |0〉 . (6.8)

The operators a
†
i are the creation operators corresponding to the single-particle

state |i〉. These single-particle states are the variational parameters and have to

be determined via the energy variation. For convenience, we expand the single-

particle states |i〉 in terms of harmonic oscillator eigenstates

|i〉 =
∑

k

〈φk|i〉|φk〉 , (6.9)

and use the expansion coefficients ci
k = 〈φk|i〉 as variational parameters. Therefore,

the same three-body interaction matrix elements as in the NCSM approach are

used. The variation itself leads to the well-known Hartree-Fock equations [36, 37].

J. Langhammer 97



6 Chiral three-body force in many-body calculations

They are given as coupled non-linear integro-differential equations and are solved

iteratively. After their solution one takes the A single-particle states with the lowest

single-particle energies to build up the ground-state Slater determinant.

From the Hartree-Fock equations one can identify the connection to the naive

shell model, since the Hartree-Fock method belongs to the group of independent

particle models, too. The extension, compared to the naive shell model, is the self-

consistent derivation of the single-particle mean-field potential. However, the in-

dependent particle character implies by definition that correlations between the

particles cannot be described. The quality of the description with the single Slater

determinant can be compared to a Nmax = 0 model space in NCSM-type calcula-

tions. Therefore, we do not expect the Hartree-Fock results to have the same qual-

ity as converged NCSM results. Nevertheless, it is important to keep in mind that

the Hartree-Fock results provide an upper bound for the exact ground-state energy

of the system due to its variational origin. Additionally, their advantage is that the

Hartree-Fock technique is applicable to the whole nuclear chart. Moreover, it has

proven to describe nuclear charge radii quite well [38, 17].

In the following section, we investigate first results of Hartree-Fock calculations

including the SRG transformed chiral N2LO three-body force.

6.2.2 Impact of N2LO three-body forces on the binding energy and charge radii

systematics

In this section, we discuss our first results of the contributions of three-particle in-

teractions to Hartree-Fock calculations. We investigate the binding energies and

charge radii of 4He, 16O, 40Ca, 48Ca and 90Zr. We again compare the contribu-

tions of the NN-only, NN+NNN-induced and NN+NNN calculations. All studies

are performed using the harmonic-oscillator frequency ~Ω = 28 MeV and SRG

parameters α = 0.02 fm4
, 0.04 fm4 and 0.08 fm4. Moreover, we truncated the sum

in eq. (6.9) according to the maximum harmonic-oscillator single-particle energy

emax = 2n + l = 14. This choice guarantees convergence for all Hartree-Fock states

for all nuclei under consideration.

The binding energy results are shown in fig. 18. Firstly, we concentrate on the

NN-only results and recognize that the binding energies in the α = 0.02 fm4 calcu-

lations are underestimated for 4He, 16O, 40Ca and 48Ca compared with experiment,

whereas we see overbinding for the heavier nucleus 90Zr. While increasing the SRG

parameter, all binding energies start to grow. Finally, for α = 0.08 fm4, we see a

dramatic overbinding of all nuclei except for 4He. Since the SRG transformation

only accounts for short-range correlations, one can think of further calculations

starting from the Hartree-Fock basis to include the effects from long-range cor-
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Figure 18 – Difference of binding energy per nucleon from Hartree-Fock NN-only
( l), NN+NNN-induced ( �), NN+NNN ( �) calculations and experiment ( )
for different SRG flow parameters α. The harmonic-oscillator frequency is ~Ω =
28 MeV and the experimental data is taken from [39].

relations, e.g. by employing many-body perturbation theory. Now it is time to re-

member the variational character of the Hartree-Fock results and the fact that they

provide an upper bound for the exact ground state energy. Therefore, many-body

perturbation theory (or other more sophisticated calculations) can only increase

the binding energies which leads to even worse results.

The hope is that three-body forces can “cure” the NN-only results. Actually,

this is the case when we look at the NN+NNN-induced results in fig. 18. Here,

the binding energy per nucleon is too small compared to experiment. This results

from the repulsive character of the induced force that we already encountered in

the NCSM calculations. Furthermore, the results are rather independent of the

investigated nuclei. Also the behavior with increased α parameter is reasonable:

The overall shape of the results is maintained while we gain a little binding energy

as α increases. This gain is due to the fact that more information of high-energy

properties of the interaction is shifted to the energy regime considered by Hartree-

Fock. Since the binding energy is too small compared to experiment, many-body

perturbation theory may improve it towards the experimental result.

Unfortunately, this picture is destroyed when we look at the results including

the genuine three-body forces. For α = 0.02 fm4, the results are still in agreement

with the NN+NNN-induced results except for the slightly increased binding of 90Zr.

But if we increase the flow parameter all binding energies are increased and tend to

overbinding. Especially for α = 0.08 fm4, the overbinding for 48Ca already reached

−2.5 MeV per nucleon. For heavier nuclei the situation gets even worse, e.g. for
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Figure 19 – Charge radius systematics from Hartree-Fock NN-only ( l), NN+NNN-
induced ( �), NN+NNN ( �) calculations with different SRG flow parameters
α compared to experiment ( ).The harmonic-oscillator frequency is ~Ω =
28 MeV and the experimental data is taken from [40].

90Zr the overbinding is comparable to the one known from the NN-only calcula-

tions and many-body perturbation theory would increase the binding energy fur-

ther.

Thus, the transformed N2LO three-body interaction does not help to improve

the results obtained in NN-only calculations for heavier nuclei. If any, the results

with α = 0.02 fm4 are the most reasonable ones. But even in this case one can ex-

pect overbinding for nuclei as heavy as 208Pb. However, from these results it is not

possible to decide whether the problems are due to the initial chiral interaction or

due to the SRG transformation and the omission of the induced four-body forces.

Since the inclusion of the induced three-body forces cured the NN-only results

quite well, this might happen again if one includes the lost four-body forces from

the genuine three-body forces. Though, if this were the case, the hierarchy of the

many-body forces will not be maintained, since the induced four-body force then

must provide a contribution comparable to the transformed genuine three-body

force.

Additionally, we can investigate the charge radii of the nuclei, as shown in fig. 19.

Here, the NN-only results basically reproduce the experimental trend but are sys-

tematically too small by 0.8 fm for 16O and by 1.5 fm for 90Zr. Higher values for the

SRG parameter do not change the results significantly. The radii from NN+NNN-

induced calculations are increased but still too small to reproduce the experimen-

tal trend. For 16O the radius is 0.5 fm too small and for 90Zr we lack 1 fm. Again, the

results are rather insensitive to the increase of the SRG flow parameter. Finally, if
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we carry out NN+NNN calculations the charge radii decrease again. Moreover, the

decrease grows when we increase α. In particular for the heavier nuclei, this seems

to be a problem, since the charge radius of 90Zr is for α = 0.08 fm4 smaller than in

NN-only calculations. Therefore, the genuine three-body force cannot help to re-

produce the experimental charge radii, either.

It will be interesting to further study these systematics including many-body

perturbation theory, e.g. to find out what happens to the NN+NNN-induced and

NN+NNN results of the binding energy for α = 0.02 fm4. Another interesting point

could be to use alternative generators in the SRG transformation. This will help

to decide whether the problems arise from the SRG transformation itself or if they

are caused by the initial chiral potential. Furthermore, one can try to fine-tune

the low-energy constants cD and cE of the N2LO three-body interaction for a bet-

ter reproduction of the binding energy and charge radii systematics. For that, the

new parameters must provide a more repulsive three-body interaction. A similar

procedure has already been applied with a three-nucleon contact interaction in-

cluding one free parameter [38]. However, one has to be careful while tuning these

parameters, because there exist few-body observables with strong dependence on

their values as found in [3]. Finally, it would also be interesting to see what part of

the three-body interactions has which effect on the systematics.
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SECTION 7

Summary and outlook

The aim of this thesis is to develop the framework for studies of chiral three-

nucleon forces in many-body methods like (IT-)NCSM and Hartree-Fock including

the consistent similarity renormalization group transformation.

We start with the implementation of the transformation of antisymmetric Ja-

cobi matrix elements of the chiral three-body interaction into m-scheme matrix

elements, which are needed for the many-body calculations. The input are the an-

tisymmetric harmonic-oscillator Jacobi matrix elements provided by P. Navrátil’s

MANYEFF-code. Our strategy was to transform these into J , T -coupled matrix el-

ements, which are decoupled on-the-fly during the many-body calculations. This

coupled scheme is crucial, because it is the key to efficiently transform and em-

ploy matrix elements with three-particle energy beyond E3max = 8, as we discuss

extensively in section 4.4. Consequently, our transformation code can handle ma-

trix elements up to E3max = 12, which are included in many-body calculations for

the first time. The codes will be developed further to deal with E3max = 14 and 16

matrix elements in the near future.

Secondly, we implemented the SRG transformation of the three-nucleon inter-

action in antisymmetric Jacobi representation. The SRG provides a tool to soften

the interaction by a continuous unitary transformation. This turns out to be nec-

essary, because NCSM calculations with the bare interaction are not converged

in the Nmax = 12 model space even for 4He. During this transformation higher-

order many-body interactions are induced. Because we limit the transformation to

two- or three-body space, we cannot account for all induced interactions. There-

fore, we study the influence of these two limitation schemes on the many-body

calculations. The IT-NCSM calculations of the 4He ground-state energy with two-

body transformed matrix elements yield different results depending on the SRG
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7 Summary and outlook

flow parameter due to the omission of three- and four-body forces. This effect

was used before for a fine-tuning of the SRG flow parameter such that the results

match experimental data. Our converged results for the same calculations with

three-body transformed matrix elements are independent of the flow parameter

for α ≤ 0.08 fm4. This means that effects of induced four-body forces are negligible

in this domain of the flow parameter. In consequence, the parameter fine-tuning

becomes dispensable. It will be interesting to study if this behavior is also main-

tained for heavier nuclei, where many-body interactions might have a stronger

impact.

Furthermore, we are able to distinguish between effects of SRG-induced three-

body interactions and effects of the transformed genuine chiral three-body force

on our IT-NCSM results in case of 4He. We find that the induced three-body forces

are repulsive, which results in a reduced binding energy. In contrast, the genuine

three-body force provides more attraction leading to a larger binding energy again.

Furthermore, the convergence pattern with respect to model-space size is deter-

mined by the two-body forces, while the three-body contributions merely gener-

ate an energy shift. This might be a hint that it is sufficient to include three-body

interactions only for a subspace of the full model space, which would facilitate

computations. Further studies along these lines are planned.

Additionally, we investigate the dependence of the ground-state energies of 4He

and 6Li on the model space used for performing the SRG transformation. We find

that this convergence depends strongly on the harmonic-oscillator frequency. For

low frequencies in the range of 16 MeV the ground-state energies show a large de-

pendence on the SRG model space. For ~Ω = 28 MeV and α = 0.08 fm4, we found

that the energies for 4He and 6Li are identical for the two truncations E3SRG = 28

and 32. This has to be further investigated for other nuclei. Moreover, studies of

other truncation schemes will be interesting, e.g. an E3SRG that depends on the

angular momentum quantum number of the matrix elements.

Finally, we perform first studies of the impact of the SRG-transformed chiral

interaction including the N2LO three-body force on the systematics of binding en-

ergies and charge radii in Hartree-Fock calculations. We observe that the SRG-

transformed N2LO three-body interaction still generates a large overbinding for

heavier nuclei. Also the charge radii are too small for all nuclei beyond 4He. Here,

it will be interesting to see whether a variation of the cD and cE parameters of the

chiral three-body interactions can help to overcome these problems. Additionally,

we plan to implement an alternative generator for the SRG transformation that

might help to suppress induced interactions beyond the three-body level.

In conclusion, the study of three-body forces provides many exciting avenues
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for further investigation. As an example it will be interesting to study B(E2) tran-

sition rates in isotopes of carbon, where experiments measured contradicting re-

sults [41, 42, 43].
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APPENDIX A

Implementation

In the following we give some remarks and comments on our implementation

of the transformation discussed in section 4 and the SRG transformation in sec-

tion 5. We start with an outline of the general structure and strategy of the code in

appendix A.1. Then, we briefly discuss our implementation of the T̃J -coefficient

in appendix A.2 and of the J , T -coupled matrix elements in appendix A.3.

A.1 General remarks on the implementation

In this section, we discuss some basic properties of our C program that should sim-

plify the overview of the code. Since the program is subdivided into many source

files, we start with quoting the most important files. We list the files and give a

short description of the contained routines for each in the following:

GLO Base.c/h Inclusion of all used library header files, e.g.,the gnu scientific li-

brary (GSL) routines. Definition of various preprocessor constants, e.g. to

determine the size of needed cache arrays during the calculations of the T̃J -

coefficients.

PAR Base.c/h Management of the command line parameters and generation of

some file names.

JB Base.c/h Contains the function for generation of the |α〉 basis states given in

eq. (3.90). The projection quantum numbers MJ and MT do not appear in the

code, since all quantities in which |α〉 is included are independent of those.

The basis generation is divided in different steps. Firstly, the states corre-

sponding to the first Jacobi coordinate are generated, where the antisymme-

try with respect to particle exchange 1 ↔ 2 is taken into account by the con-
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dition (−1)(l12+sab+tab) = −1. Then, the states corresponding to the second

Jacobi coordinate are generated and coupled with the states corresponding

to the first Jacobi coordinate to end up with the |α〉 states. The quantum

numbers and additional book keeping quantities are stored in the JB Struct.

We stress that the used ordering of the basis states is indispensable. Because

we extract the coefficients of fractional parentage (CFPs) from the MANYEFF-

code, we have to stick to this ordering. Moreover, we use the JBA Struct to

store quantities that are relevant for each block with given energy E, total

relative angular momentum J and total isospin T quantum number, e.g. the

trace of the antisymmetrizer according to eq. (3.120) yielding the number of

CFPs and three-body relative states |EJTi〉.

JB AntiSym.c/h Here, the function to calculate matrix elements of the antisym-

metrizer, essentially according to formula (3.119), is included. Besides, the

file contains the function which computes the trace of the antisymmetrizer.

In order to speed up this calculation we precalculate the necessary HOBs.

JME3B Base.c/h All routines that are used to read CFP files or matrix element files

from the MANYEFF-code are placed here. Thereby, we always assume that

the matrix elements are given in the file as lower triangular matrix. Further-

more, the routine JME3B MECenterCacheInit exists, which precomputes the

results of the two inner loops during the calculation of the J , T -coupled ma-

trix elements. We describe this technique in appendix A.3 in more detail.

ME2J Base.c/h Contains the infrastructure to read, write and handle coupled two-

body interaction matrix elements as given in eq. (5.28). Especially the routine

ME2J Init is crucial to reproduce the ordering of the matrix elements in the

file. This is important since the gzipped file only includes their bare values

without any information about the involved states.

ME3J Base.c/h This is similar to ME2J Base.c/h, but now for the J , T -coupled

three-body matrix elements. Again, the ordering identifies the correspond-

ing matrix elements and states. The routine that determines the ordering int

this case is ME3J Init.

ME2J Conv3J.c/h Contains the routines that prepare the SRG-transformed matrix

elements of the two-body interaction for the subtraction, as described in sec-

tion 5.3. Because we use the matrix elements (5.30) as input for our code, we

need only routines for the last three steps in the right path of the flow chart

displayed in fig. 9.
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A.1 General remarks on the implementation

ME3J Calc.c/h Contains the functions that compute the J , T -coupled matrix el-

ements according to eq. (4.79), but the loops are carried out implicitly. See

appendix A.3.

TMC Base.c/h Here, all routines that are necessary for precomputing and storing

the 6j- and 9j-symbols as well as the HOBs are included. The 6j-symbols are

calculated according to [20]. The 9j-symbols are computed as sums of prod-

ucts of three-6j-symbols. Finally, the HOBs are calculated via eq. (3.85). We

precompute only the quantities that are relevant during the T̃J calculation.

TTCJ Base.c/h Contains the routines used for the calculation of the T̃J -coefficients.

We discuss more details of this calculation in the following subsection.

SRG ME3J All routines used for the SRG transformation are included here. The

general strategy is to read one EJT -block of matrix elements into memory

and solve the SRG-flow equation via a GSL Runge-Kutta routine. The matrix

multiplications on the right-hand side of the flow equation (5.21) are accom-

plished with help of CBLAS routines.

SPB Base.c/h Routines that initialize the underlying single-particle basis of the

m-scheme states. This is necessary, e.g. for the decoupling of the two-body

matrix elements during their preparation for proper subtraction.

CGC Base.c/h Contains the routine to calculate the Clebsch-Gordan coefficients

as well as a routine that precaches all Clebsch-Gordan coefficients up to a

certain energy.

Typically, the identifier of the file names in front of the underscore is also the iden-

tifier of each contained routine.

Using the above discussed files, we compile two executable programs. One for

the SRG transformation that uses the matrix elements of the MANYEFF-code as in-

put and provides in three-body space SRG-transformed matrix elements as out-

put. The second program uses these SRG transformed matrix elements as input

and converts them into the J , T -coupled scheme. Then, it reads the two-body in-

teraction matrix elements that were SRG transformed in two-body space, converts

them into the J , T -coupled scheme, and subtracts them from the J , T -coupled

two-plus-three-body interaction matrix elements. From subsequent execution of

these two programs we obtain the matrix elements of the three-body induced in-

teraction as well as the induced plus genuine SRG-transformed matrix elements,

depending on the matrix elements that enter the SRG transformation.
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We want to briefly discuss one possible program fetch for calculation of the

J , T -coupled three-body interaction matrix elements. Therefore, we start with the

program responsible for the SRG. As input it needs matrix elements of the Hamil-

tonian and of the intrinsic kinetic energy for the different EJT -blocks separately.

An example command line of the SRG program reads

./transfjmesrg E3MaxIn=28 E3MaxOut=12 hwHO=28 alpha=0.08 E3MaxSRG=28

Thereby, E3MaxIn determines the maximum harmonic-oscillator energy quantum

number of the interaction matrix elements that input the program. Accordingly,

E3MaxOut defines the maximum harmonic-oscillator energy quantum number of

the interaction matrix elements that are written into a file after the SRG transfor-

mation. The parameter hwHO identifies the used harmonic-oscillator frequency.

Moreover, alpha determines the SRG flow parameter and, finally, E3MaxSRG corre-

sponds to E3SRG which determines the truncation of the summations. There are

only three routines called in the main program: Firstly, TMC BinomialInit initial-

izes Binomial for the calculation of 6j-symbols. Secondly, we initialize the basis

states |α〉 and, finally, the routine SRGTransformMEHO block does the SRG trans-

formation of each block step by step. With the command line above the energy

truncation in the summations via E3SRG is the same for all matrix elements. The

code can also handle different truncations depending on the total angular mo-

mentum quantum number J of the involved states.

Once we have the SRG transformed matrix elements we can run the program

responsible for the conversion into J , T -coupled m-scheme matrix elements. A

possible command line is given by

./convjme2me3j E3MaxIn=12 E3MaxOut=12 E3MaxSRG=32 eMax=12 hwHO=20

alpha=0.08 EMax=12 MEID=n3lo nocd ME3ID=chi2b3b

Here, E3MaxIn is again the maximum harmonic oscillator energy quantum num-

ber of the matrix elements that are read and E3MaxOut the one of the matrix ele-

ments that are converted into the J , T -coupled scheme. Moreover, alpha is the

SRG parameter and E3MaxSRG is the energy used for the truncation of the summa-

tions during the SRG transformation. The EMax parameter determines the max-

imum harmonic oscillator energy quantum number of the two-body matrix el-

ements that are read during the execution. Additionally, hwHO is again the har-

monic oscillator frequency. The parameter eMax is the maximum single-particle

energy. Finally, MEID and ME3ID determine the file names of the read and written

files. Again, this command line is appropriate for a calculation with matrix ele-
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A.1 General remarks on the implementation

ments that are truncated with the same E3SRG. The plan is that the code in future

can handle different truncations for different J in order to study this dependence.

The illustration of the data flow during the program execution is shown in the

flow chart in fig. A.1. The routines are shown in the ordering they are called in the

main program including a short description of their role.
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A.2 Implementation of the T̃J -coefficient

In this section we discuss some technical details on the implementation of the T̃J -

coefficients. The formula of the T̃J -coefficient is given in eq. (4.80). Now, we dis-

cuss the bounds of the sums in the T̃J -coefficient. There are many conditions that

restrict the summation bounds but these conditions can only be used if all quan-

tum numbers needed for the conditions are available. Obviously, this depends on

the arrangement of the summations. The ordering we use in the implementation

is given as

T̃J






a b c Jab J J
ncm lcm n12 l12 n3 l3

sab j12 j3






= (−1)lc+l12 ĵaĵbĵcŝabĵ3ĵ12Ĵ Ĵab δ2na+la+2nb+lb+2nc+lc−2n12−l12,2ncm+lcm+2n3+l3

×
∑

L12

(−1)LabL̂2
ab







la lb Lab

sa sb sab

ja jb Jab







×
∑

L12

〈〈N12L12, n12l12; Lab|nala, nblb〉〉1

×
∑

Λ

(−1)ΛΛ̂2〈〈ncmlcm, n3l3; Λ|N12L12, nclc〉〉2

×
∑

L

(−1)LL̂2

{

lc L12 Λ

l12 L Lab

}

×
∑

S3

(−1)J+S3Ŝ2
3







Lab lc L
sab sc S3

Jab jc J







×
∑

L3

L̂2
3

{

lcm l3 Λ

l12 L L3

}{

lcm L3 L
S3 J J

}






l12 l3 L3

sab sc S3

j12 j3 J







. (A.1)

The summation bounds are essentially determined by the various triangle inequal-

ities that have to be fulfilled for the 6j- and 9j-symbols. Thereby, it is useful to take

their symmetry relations into account. If we have more than one condition for the

lower bound, we can use the maximum value as lower summation bound and vice

versa for the upper bound. In the following we present the summation bounds we

use for the summation ordering above. We only give an additional explanation, if

we used something different than the triangle conditions of the 6j- and 9j-symbols.
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• ∑L12

Lower Bound: Max(|Jab − sab|, |la − lb|) ,

Upper Bound: Min(Jab + sab, la + lb) .

• ∑L12

Here, we can take advantage of the fact that we know the energy quantum num-

ber E12 = 2N12 +L12 from the HOB. Additionally we have a triangle inequality for

L12 and l12. Therefore the lower bound is given by |L12 − l12| if this value and E12
are both odd numbers. Else the lower bound is given by |L12 − l12|+ 1.

Lower Bound: |L12 − l12| or |L12 − l12|+ 1 ,

Upper Bound: Min(L12 + l12, E12 = 2na + la + 2nb + lb − 2n12 − l12) .

• ∑Λ

Lower Bound: Max(|L12 − lc|, |lcm − l3|) ,

Upper Bound: Min(L12 + lc, lcm + l3) .

• ∑L

Lower Bound: Max(|Λ− l12|, |L12 − lc|) ,

Upper Bound: Min(Λ + l12, L12 + lc) .

• ∑S3

Lower Bound: Max(|L − J |, |sab − sc|) ,

Upper Bound: Min(L+ J , sab + sc) .

• ∑L3

Lower Bound: Max(|l12 − l3|, |S3 − J |, |L − lcm|) ,

Upper Bound: Min(l12 + l3, S3 + J,L+ lcm) .

In order to minimize the computation time for the T̃J -coefficients, we precal-

culate all 6j- and 9j-symbols as well as all HOBs that appear in eq. (A.1). Therefore,

we employ as much static allocated arrays as possible, as we figured out that the

access to these is faster compared with the access on dynamically allocated arrays.

Furthermore, the ordering of the loops during the computation of the T̃J is

important in our implementation. Our used loop ordering is inward-looking:

a, b, c, Jab, lcm,J , T, J, E, k , (A.2)

where k counts the |α〉 states inside of the given EJT -block. We stress that the loop

over the isospin quantum number T could be dropped, because T̃J is independent

of it. We still kept it for convenience, since otherwise we would have to initialize a

second kind of |α〉 basis without the isospin quantum number. However, this point

should be improved in the future, since it will reduce the number of T̃J .
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We save the nonzero T̃J in an array of structures for the use in the matrix ele-

ment computation later on. Besides the T̃J , we save the corresponding lcm, J and

the number of the basis state |α〉, which enables us the knowledge of J, T, E dur-

ing the matrix element computation. Additionally, we save the number of nonzero

T̃J -coefficients for each a, b, c, Jab combination. All this is adapted to our imple-

mentation of the J , T -coupled matrix elements, as discussed in the following sub-

section.

A.3 Implementation of the J , T -coupled matrix element

The formula for the J , T -coupled matrix elements is given in eq. (4.79). However,

for the implementation it lends itself for further simplifications. In addition, we

can cache the inner sums over i and i′ in a new quantity depending on α, E ′ and k′

CenterCache(α, E ′, k′) =
∑

i

∑

i′

cα,i c
k′

E′JT,i′〈EJMJTMT i|VNNN |E ′JMJTMT i′〉 ,

(A.3)

where c k′

E′JT,i′ is the CFP according to the k′th |α〉 state in the E ′JT block. The J

and T quantum numbers are already dictated by the α index. This CenterCache

appears one-to-one in our code as three-dimensional array which is called with

the number of the |α〉 states as first index, the energy quantum number of the ket

as second index and with k′ as third index. Then the final mathematical form for

the matrix element that agrees most with the implemented form reads

a〈[(ja, jb)Jab, jc]JM, [(ta, tb)tab, tc]T |VNNN |[(j′a, j′b)J ′
ab, j

′
c]JM, [(ta, tb)t

′
ab, tc]T 〉a

=3!
∑

lcm

×
∑

α

T̃J (a, b, c, Jab,J , lcm, J, T, k
︸ ︷︷ ︸

α

)

×
∑

E′,k′

T̃J (a′, b′, c′, J ′
ab,J , lcm, J, T, k′)

×CenterCache(α, E ′, k′) . (A.4)

Here,
∑

α denotes a sum over
{
n12, l12, sab, j12, n3, l3, j3, J, tab, T

}
and

∑

k′ a sum over
{
n′

12, l
′
12, s

′
ab, j

′
12, n

′
3, l

′
3, j

′
3, t

′
ab

}
. As mentioned in the last subsection the sums over

T, tab and t′ab could be avoided, which is more obvious here, since they are dictated

by the left-hand side of the equation.

Finally, we stress that we do not explicitly carry out the summations in eq. (A.4).

Instead, we employ a rather complicated way of summing up all necessary terms,

J. Langhammer 117



A Implementation

which can be found in the routine ME3J Calc. We outline the principle idea as

follows: From eq. (A.4) we know that we have to sum over all products of T̃J with

equal lcm and J , whereat additionally the a, b, c, Jab and their primed counterpart

is dictated by the left-hand side of the equation. Therefore, our modus operandi

is to loop over all T̃J -coefficients that have the correct a, b, c, Jab quantum num-

bers. Their location in the T̃J array is known because we saved it during the T̃J

calculation. Next, we proceed through this block of T̃J until we reach a coefficient

with the correct J . If we found one, we look for a compatible T̃J in the a′, b′, c′, J ′
ab

block, determined by the ket, via bisection. Compatible means here, that it must

have the same lcm and J . For the bisection the mentioned loop ordering during

the T̃J calculation is crucial. When we found one, we check if it has the same J as

the T̃J from the bra. If so, we go through the array of these T̃J -coefficients, mul-

tiply each with the corresponding element of the CenterCache and sum them up.

We proceed until lcm and J do not match anymore. Then, the intermediate sum

is multiplied with the T̃J -coefficient according to the bra. Thereafter, we proceed

through the T̃J array that corresponds to the bra and the procedure for the ket

part starts again. We organized the whole procedure in the way that the number

of bisections is minimized.
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APPENDIX B

Two-body Talmi Moshinsky

transformation

In this section we present the formula for the transformation of harmonic oscil-

lator two-body relative matrix elements into two-body m-scheme matrix elements.

This is also referred to as “two-body Talmi-Moshinsky transformation” [17]. This

transformation is necessary during the preparation of the SRG-transformed two-

body matrix elements for the subtraction as it is indicated as second step in the

flow chart in fig. 9.

Formally, the investigated transformation reads

〈(nl, S)JMJTMT |VNN |(n′l′, S)JMJTMT 〉
−→ (B.1)

〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJTMT 〉 .

The states |(nl, S)JMJ , TMT 〉 are the J-coupled harmonic oscillator two-body rela-

tive states introduced in eq. (5.28) and |[(nala, sa)ja, (nblb, sb)jb]JMJTMT 〉 are the J-

coupled two-body m-scheme matrix elements known from eq. (5.30). Obviously,

the two kinds of states rely on different coordinate systems. Thus, we will make

use of HOBs during the transformation. The operator VNN is an arbitrary nucleon-

nucleon interaction. Before we start with the transformation, we cast the J-coupled

m-scheme matrix element in a more convenient form that will be our starting
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B Two-body Talmi Moshinsky transformation

point

a〈[(nala, sa)ja, (nblb, sb)jb]JMJ|VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉a (B.2)

= a〈[(nala, sa)ja, (nblb, sb)jb]JMJ|VNN

√
2!A|[(n′

al
′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉 (B.3)

= a〈[(nala, sa)ja, (nblb, sb)jb]JMJ|AVNN

√
2!|[(n′

al
′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉 (B.4)

= a〈[(nala, sa)ja, (nblb, sb)jb]JMJ|VNN

√
2!|[(n′

al
′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉 . (B.5)

Here we take advantage of the fact that VNN commutates with the antisymmetrizer

A in eq. (B.4) and of the idempotent property of A in eq. (B.5). Next, we explicitly

carry out the antisymmetrization of the bra state, yielding

a〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |

=
(
〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT | − 〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |T12

) 1√
2!

=
(
〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |

− (−1)ja+jb−J+T−1〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |
) 1√

2!
,

(B.6)

where we use the symmetry of (jj)-coupled states under particle exchange, which

introduces the phase factor [44].

Therefore, we have to concentrate on the following two terms of the matrix el-

ement

〈[(nala, sa)ja, (nblb, sb)jb]JMJ|VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉 , (B.7)

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉(−1)ja+jb−J+T−1 ,

(B.8)

where we omit the isospin quantum numbers in the state.

Firstly, we concentrate on the matrix element (B.7). For the transformation, the

strategy is to express the J-coupled state stepwise by the two-body relative states.

We start with changing the (jajb)-coupling into (LS)-coupling by inserting the ap-
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propriate identity operator

|[(nala, sa)ja, (nblb, sb)jb]JMJ〉
=
∑

ΛS

〈[(nala, nblb)Λ, (sa, sb)S]JMJ|[(nala, sa)ja, (nblb, sb)jb]JMJ〉

×|[(nala, nblb)Λ, (sa, sb)S]JMJ〉

=
∑

ΛS

|[(nala, nblb)Λ, (sa, sb)S]JMJ〉







la lb Λ

sa sb S

ja jb J







Λ̂Ŝĵaĵb . (B.9)

In the last line we replaced the overlap by a 9j-symbol using eq. (3.20). Next, we ex-

pand the state on the right-hand side in the basis |[(NL, nl)Λ, S]JMJ〉, where N, L

denote the center-of-mass harmonic oscillator radial and orbital angular momen-

tum quantum numbers and n, l the corresponding relative quantum numbers. We

dropped the single-particle spins in the states for brevity. The expansion yields

|[(nala, sa)ja, (nblb, sb)jb]JMJ〉

=
∑

ΛS

∑

NL,nl







la lb Λ

sa sb S

ja jb J







Λ̂Ŝĵaĵb〈〈NL, nl; Λ|nala, nblb〉〉1|[(NL, nl)Λ, S]JMJ〉 , (B.10)

including the HOB according to the change of the coordinate system from Carte-

sian to relative and center-of-mass coordinates. In the next two steps we aim at the

complete decoupling of the center-of-mass part of the state from the relative part.

Firstly, we expand the state on the right-hand side in |[NL, (nl, S)J ]JMJ〉 states, i.e.

|[(nala, sa)ja, (nblb, sb)jb]JMJ〉

=
∑

ΛS

∑

NL,nl

∑

J







la lb Λ

sa sb S

ja jb J







Λ̂Ŝĵaĵb〈〈NL, nl; Λ|nala, nblb〉〉1

×〈[NL, (nl, S)J ]JMJ|[(NL, nl)Λ, S]JMJ〉 |[NL, (nl, S)J ]JMJ〉

=
∑

ΛS

∑

NL,nl

∑

J







la lb Λ

sa sb S

ja jb J







Λ̂Ŝĵaĵb〈〈NL, nl; Λ|nala, nblb〉〉1(−1)L+l+S+JΛ̂Ĵ

{

L l Λ

S J J

}

×|[NL, (nl, S)J ]JMJ〉 . (B.11)

In the last line we replaced, the overlap by a the 6j-symbol with help of eq. (3.15).

Secondly, we decouple the center-of-mass orbital angular momentum from the
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B Two-body Talmi Moshinsky transformation

relative angular momentum introducing Clebsch-Gordan coefficients

|[(nala, sa)ja, (nblb, sb)jb]JMJ〉

=
∑

ΛS

∑

NL,nl

∑

J

∑

MJML







la lb Λ

sa sb S

ja jb J







Λ̂Ŝĵaĵb〈〈NL, nl; Λ|nala, nblb〉〉1

× (−1)L+l+S+JΛ̂Ĵ

{

L l Λ

S J J

}(

L J

ML MJ

∣
∣
∣
∣
∣

J

MJ

)

|NLML, (nl, S)JMJ〉 . (B.12)

Now we are in the position to sandwich the two-body interaction with the expan-

sion of the states given in eq. (B.12), which leads us to the final result for the first

term. Thereby, we can make use of the following properties of the interaction

〈NLML, (nl, S)JMJ |VNN |N ′L′M ′
L, (n′l′, S ′)J ′M ′

J〉 (B.13)

= δS,S′ δN,N ′ δL,L′ δML,M ′

L
δJ,J ′ δMJ ,M ′

J
〈(nl, S)JMJ |VNN |(n′l′, S)JMJ〉 ,

where we use in particular, that the interaction does not affect the center-of-mass

part of the state. This fact, together with the orthogonality relation of the Clebsch-

Gordan coefficients

∑

MLMJ

(

L J

ML MJ

∣
∣
∣
∣
∣

J

MJ

)(

L J

ML MJ

∣
∣
∣
∣
∣

J

MJ

)

= δJ,J δMJ ,MJ
= 1 (B.14)

leads us to the final result for the transformation of the first term (B.7), denoted by

〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJTMT 〉

=
∑

J

∑

NL,nl

∑

Λ

∑

S

∑

n′,l′

∑

Λ′

×







la lb Λ

sa sb S

ja jb J













l′a l′b Λ′

sa sb S

j′a j′b J







〈〈NL, nl; Λ|nala, nblb〉〉1〈〈NL, n′l′; Λ′|n′
al

′
a, n

′
bl
′
b〉〉1

×
{

L l Λ

S J J

}{

L l′ Λ′

S J J

}

Λ̂2Λ̂′2Ŝ2ĵaĵ
′
aĵbĵ

′
bĴ

2(−1)L+l+S+J(−1)L+l′+S+J

︸ ︷︷ ︸

1

× 〈(nl, S)JMJ |VNN |(n′l′, S)JMJ〉 . (B.15)

The factor with the underbrace is equal to one because L, S and J are all integer

numbers and l′ = l ± 2, since the interaction does not connect states with other

values for the relative orbital angular momenta l′.

Now, we derive the analogous formula for the matrix element in the second
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term (B.8). Therefore, we concentrate on the bra state of the matrix element, since

the transformation of the ket state is the same as presented above. Note the re-

versed order of the quantum numbers compared to the first term. We start with

changing the (jbja)-coupling into (LS)-coupling

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|

=
∑

ΛS







lb la Λ

sb sa S

jb ja J







ĵaĵbΛ̂Ŝ〈[(nblb, nala)Λ, (sb, sa)S]JMJ| , (B.16)

where we introduced a 9j-symbol with help of eq. (3.20).

Next, we make the transition sa ↔ sb to obtain the same ordering of the quan-

tum numbers as in the first term. Since s1 = s2 = 1
2

anyway, this makes no dif-

ference. We stress that we do not change the coupling order of the spins. It is not

necessary because the first particle already couples with the second particle as in

the first term (B.7).

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|

=
∑

ΛS







lb la Λ

sb sa S

jb ja J







ĵaĵbΛ̂Ŝ〈[(nblb, nala)Λ, (sa, sb)S]JMJ| , (B.17)

The same applies for the isospin, which is omitted here.

Now, we insert the identity operator

1 =
∑

NL,nl

|(NL, nl)Λ〉〈(NL, nl)Λ| (B.18)

which provides the transformation from Cartesian into center-of-mass and rela-

tive coordinates. Thus, we obtain

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|

=
∑

ΛS

∑

NL,nl







lb la Λ

sb sa S

jb ja J







ĵaĵbΛ̂Ŝ 〈〈nblb, nala; Λ|NL, nl〉〉1〈[(NL, nl)Λ, (sa, sb)S]JMJ| ,

(B.19)

with the HOB due to the coordinate transformation. In the following we again omit

the single particle spins in the state.

In the next two steps we aim at the complete decoupling of the center-of-mass

orbital angular momentum from the relative angular momentum. Therefore, we
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B Two-body Talmi Moshinsky transformation

carry out the same steps as in eqs. (B.11),(B.12) introducing a 6j-symbol and a

Clebsch-Gordan coefficient resulting in

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|

=
∑

ΛS

∑

NL,nl

∑

J

∑

MLMJ







lb la Λ

sb sa S

jb ja J







ĵaĵbΛ̂Ŝ 〈〈nblb, nala; Λ|NL, nl〉〉1
{

L l Λ

S J J

}

×(−1)L+l+S+JΛ̂Ĵ

(

L J

ML MJ

∣
∣
∣
∣
∣

J

MJ

)

〈NLML, [(nl)Λ, S]JMJ | , (B.20)

Next, we use the symmetry relation of the 9j-symbol







lb la Λ

sb sa S

jb ja J







=







la lb Λ

sa sb S

ja jb J







(−1)la+lb+Λ+sa+sb+S+ja+jb+J (B.21)

and of the HOB

〈〈nblb, nala; Λ|NL, nl〉〉1 = (−1)Λ−L〈〈nala, nblb; Λ|NL, nl〉〉1
= (−1)Λ−L〈〈NL, nl; Λ|nala, nblb〉〉1 (B.22)

according to eqs. (3.62), because we want to cast this second term in the same form

as the first one. Plugging the symmetry relations into eq. (B.20) yields

〈[(nblb, sb)jb, (nala, sa)ja]JMJ|
=
∑

ΛS

∑

NL,nl

∑

J

∑

MLMJ

(−1)la+lb+Λ+sa+sb+S+ja+jb+J(−1)Λ−L(−1)L+l+S+J ĵaĵbΛ̂
2Ĵ Ŝ

×







la lb Λ

sa sb S

ja jb J







〈〈NL, nl; Λ|nala, nblb〉〉1
{

L l Λ

S J J

}(

L J

ML MJ

∣
∣
∣
∣
∣

J

MJ

)

×〈NLML, [(nl)Λ, S]JMJ | . (B.23)

Now we use this bra state and the transformed ket state of eq. (B.12) to sandwich
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VNN , yielding the final result of the second term

(−1)ja+jb−J+T−1〈[(nblb, sb)jb, (nala, sa)ja]JMJ|VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJ〉

=
∑

ΛS

∑

NL,nl

∑

J

∑

n′l′

∑

Λ′

∑

J

×(−1)ja+jb−J+T−1(−1)la+lb+Λ+sa+sb+S+ja+jb+J(−1)Λ−L(−1)L+l+S+J(−1)L+l′+S+J

×ĵaĵbĵ
′
aĵ

′
bΛ̂

2Λ̂′
2
Ŝ2Ĵ2

×







la lb Λ

sa sb S

ja jb J













l′a l′b Λ′

sa sb S

j′a j′b J







{

L l Λ

S J J

}{

L l′ Λ′

S J J

}

×〈〈NL, nl; Λ|nala, nblb〉〉1〈〈NL, n′l′; Λ′|n′
al

′
a, n

′
bl
′
b〉〉1

×〈[(nl)Λ, S]JMJ |VNN |[(n′l′)Λ, S]JMJ〉 . (B.24)

The last thing to do is to simplify the phase factor, which is the only difference

between the results for the first term, given in eq. (B.15), and the according result

for the second term, i.e.

(−1)ja+jb−J+T−1(−1)la+lb+Λ+sa+sb+S+ja+jb+J(−1)Λ−L(−1)L+l+S+J(−1)L+l′+S+J

= (−1)2ja+2jb(−1)sa+sb−1(−1)2Λ+2S+2J(−1)l+l′(−1)la+lb−L(−1)T+S (B.25)

Now we discuss the factors step by step:

(−1)2ja+2jb :
Since ja and jb are half-integral numbers 2ji are odd numbers

and so 2ja + 2jb is even and the factor is equal to one.

(−1)sa+sb−1 : Because sa = sb = 1
2

, this factor is equal to one.

(−1)2Λ+2S+2J : Here, Λ, S and J are integers and the factor is equal to one.

(−1)la+lb−L :
The interaction matrix elements are only nonzero for

l′ = l ± 2 and, therefore, this factor is also equal to one.

Altogether the phase factor is given by (−1)l+S+T . Both transformed terms to-

gether yield the final result of the transformation of J-coupled two-body relative
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B Two-body Talmi Moshinsky transformation

matrix elements into J-coupled m-scheme matrix elements

a〈[(nala, sa)ja, (nblb, sb)jb]JMJTMT |VNN |[(n′
al

′
a, sa)j

′
a, (n

′
bl
′
b, sb)j

′
b]JMJTMT 〉a

= ĵaĵbĵ
′
aĵ

′
b

∑

Λ,S

∑

NL,nl

∑

J

∑

n′l′

∑

Λ′

Λ̂2Λ̂′2 Ĵ2Ŝ2

×







la lb Λ

sa sb S

ja jb J













l′a l′b Λ′

sa sb S

j′a j′b J







{

L l Λ

S J J

}{

L l′ Λ′

S J J

}

×〈〈NL, nl; Λ|nala, nblb〉〉1〈〈NL, n′l′; Λ′|n′
al

′
a, n

′
bl
′
b〉〉1

×
(
1− (−1)l+S+T

)
〈[(nl)Λ, S]JMJTMT |VNN |[(n′l′)Λ, S]JMJTMT 〉 . (B.26)
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